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Abstract

The Mincer earnings function is the cornerstone of a large literature in empirical economics. This paper discusses the theoretical foundations of the Mincer model and examines the empirical support for it using data from Decennial Censuses and Current Population surveys. While data from the 1940 and 1950 Censuses provide some support for Mincer’s model, data from later decades are inconsistent with it. We examine the importance of relaxing functional form assumptions in estimating internal rates of return to schooling and in accounting for taxes, tuition, nonlinearity in schooling, and nonseparability between schooling and work experience. Inferences about trends in rates of return to high school and college obtained from our more general model differ substantially from inferences drawn from estimates based on a Mincer earnings regression. Important differences also arise between cohort-based and cross-sectional estimates of the rate of return to school. In the recent period of rapid technological change, widely used cross-sectional applications of the Mincer model produce dramatically biased estimates of cohort returns to schooling. We also examine the implications of accounting for uncertainty and agent expectation formation. Even when the static framework of Mincer is maintained, accounting for uncertainty substantially affects rate of return estimates. Considering the sequential resolution of uncertainty over time in a dynamic setting gives rise to option values, which fundamentally changes the analysis of schooling decisions. In the presence of sequential resolution of uncertainty and option values, the internal rate of return - a cornerstone of classical human capital theory - is not a useful guide to policy analysis.
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1 Introduction

Jacob Mincer’s model of earnings (1974) is a cornerstone of empirical economics. It is the framework used to estimate returns to schooling,\(^1\) returns to schooling quality,\(^2\) and to measure the impact of work experience on male-female wage gaps.\(^3\) It is the basis for economic studies of education in developing countries\(^4\) and has been estimated using data from a variety of countries and time periods. Recent studies in economic growth use the Mincer model to analyze the relationship between growth and average schooling levels across countries.\(^5\)

In one equation, Mincer’s framework captures two distinct economic concepts: (a) a pricing equation or hedonic wage function revealing how the labor market rewards productive attributes like schooling and work experience and (b) the rate of return to schooling which can be compared with the interest rate to determine optimality of human capital investments. Assuming stationarity of the economic environment, the analyst can use the Mincer model to identify both skill prices and rates of return to investment. This happy coincidence only occurs under special conditions, which were approximately valid in the 1960 Census data used by Mincer (1974). Unfortunately, these conditions have been at odds with data ever since. As a result, the widely used Mincer model applied to more recent data does not provide valid estimates of returns to schooling, nor do related studies that associate a rising college - high school wage differential with an increase in the return to schooling. (See, e.g. Murphy and Welch, 1992, Katz and Murphy, 1992, Katz and Autor, 1999.)

A large literature refers to the coefficient on schooling in an earnings regression as a rate of return to schooling without stating the conditions under which this interpretation is valid. This approach to estimating returns has been a main vehicle used to document the rise in returns to schooling over the past twenty years. Yet, it neglects major determinants of actual returns, such as the direct and indirect costs of schooling, taxes, length of working life, and uncertainty about future returns at the time schooling decisions are made.

---

\(^3\)See Mincer and Polachek (1974).
\(^4\)See Glewwe (2002).
Additionally, while some widely cited studies point out that educational wage differentials vary over the lifecycle and that the pattern for earnings-experience-schooling relationships has changed over time (e.g. Murphy and Welch, 1992, Katz and Murphy, 1992, Katz and Autor, 1999), these studies offer little guidance in mapping those differentials into a rate of return measure that can be used to study educational decisions or policy.

This paper makes the following points. (1) Building on the analysis of Willis (1986), we present conditions under which the coefficient on schooling in a Mincer earnings function estimates the rate of return to schooling, assuming stationarity of the economic environment and perfect certainty. (2) Using Census data for the years 1940 - 1990, we test these conditions and reject them, even in the 1960 Census data used in the original Mincer analysis. (3) We develop an alternative nonparametric method to estimate rates of return to schooling that does not rely on the Mincer model. (4) Using our method, we estimate internal rates of return to school (i.e. the discount rate that equates the present value of two earnings streams associated with different schooling levels) that differ substantially in both levels and time trends from estimates based on the Mincer earnings equation. Although the empirical literature has focused on neglect of higher order terms in experience as a major source of misspecification in the Mincer model (see, e.g. Murphy and Welch, 1990), we find that this neglect has only minor consequences for estimated rates of return. Far more important is relaxing Mincer’s assumptions of linearity in schooling and separability between schooling and experience. An interesting by-product of our analysis is the discovery that the real story of educational returns in the 1980s is not the increase in the returns to college as emphasized by Katz and Murphy (1992) and others, but rather the increase in the return to graduating from high school. The floor fell out from the wages of the unskilled.

(5) We also explore the importance of Mincer’s stationarity assumptions about the economic environment, and allow lifecycle earnings-education-experience profiles to differ across cohorts. In this case, cross sections are no longer useful guides to the lifecycle earnings or schooling returns of any particular individual. Accounting for the nonstationarity of earnings over time has empirically important effects on estimated rates of return to schooling.

(6) We relax the implicit assumption of perfect certainty about future earnings streams associated with different schooling levels that underlies Mincer’s model. We first consider
a model of uncertainty in a static setup without any updating of information. Accounting
for uncertainty in this way substantially reduces estimated internal rates of return to more
plausible levels. The resulting estimates are consistent with the qualitative conclusions of
a model that ignores uncertainty.

We then propose a substantial break from Mincer’s approach by allowing for the sequen-
tial resolution of uncertainty. That is, with each additional year of schooling, information
about the value of different schooling choices and opportunities becomes available generat-
ing an option value of schooling.\footnote{Weisbrod (1962) developed the concept of the option value of education. For one formalization of his
analysis, see Comay, Melnik and Pollatschek (1973). The dynamic schooling model of Keane and Wolpin
(1997) also implicitly incorporates option values.} Completing high school generates the option to attend
college and attending college generates the option to complete college. Our findings suggest
that part of the economic return to finishing high school or attending college includes the
potential for completing college and securing the high rewards associated with a college de-
gree. Both the sequential resolution of uncertainty and non-linearity in returns to schooling
contribute to sizeable option values.

Accounting for option values challenges the validity of a major empirical tool used in
human capital theory since the seminal work of Becker (1964) – the internal rate of return.
When the schooling decision is made at the beginning of life and age-earnings streams across
schooling levels are known and cross only once, then the internal rate of return (IRR) can be
compared with the interest rate as a valid rule for making education decisions (Hirschleifer,
1970). When schooling decisions are made sequentially as information is revealed, a number
of problems arise that invalidate this rule. We examine these problems and the empirical
role that option values play in determining rates of return to schooling. Our analysis points
to a need for more empirical studies that incorporate the sequential nature of individual
schooling decisions and uncertainty about education costs and future earnings to help
determine their importance.

This paper does not examine the implicit assumption of the Mincer model that school-
ing is exogenous. This assumption has been challenged elsewhere. See Griliches (1977),
2003), and Carneiro, \textit{et al.} (2001). Unfortunately, the current empirical debate on the im-
portance of accounting for the endogeneity of schooling is far from settled. The instruments
used in this literature have been seriously challenged (Carneiro and Heckman, 2002), and the Census data used in this paper yield large samples but few instruments. This paper uses these data to examine other, neglected, aspects of the Mincer model. Assumptions about the functional form of the earnings function, the consequences of tuition and taxes, uncertainty, and stability of the economic environment have been largely neglected in the empirical literature. This paper fills that void by systematically analyzing these issues, maintaining the exogeneity of schooling like most of the literature following Mincer (See, e.g., Katz and Murphy, 1992, and Katz and Autor, 1999).

This paper proceeds in the following way. Section 3 reviews two distinct theoretical foundations for the Mincer model that are often confused. Section three presents empirical evidence on the validity of the Mincer specification. Using nonparametric estimation techniques, we formally test (and reject) key assumptions of Mincer’s model. In Section four, we develop an alternative nonparametric approach that allows for income taxes, college tuition, and length of working life that may depend on the amount of schooling. We explore the empirical importance of assumptions that are needed to equate the Mincer schooling coefficient with the internal rate of return to schooling, and provide estimates of the return that take into account more general earnings functions, taxes, tuition, and a varying length of working life. We also consider the impact of allowing for uncertainty in a static decision framework.

Section five considers the interpretation of Mincer regression estimates based on cross-section data in a changing economy. We contrast cross-sectional estimates with those based on repeated cross-sections drawn from the CPS that follow cohorts over time.

In Section six, we introduce a framework with sequential resolution of uncertainty and an option value of schooling. We discuss why the internal rate of return is no longer a valid guide to schooling investments in this environment and argue that another measure of the rate of return used in modern capital theory is more appropriate. Section seven concludes.

2 The Theoretical Foundations of Mincer’s Earnings Regression

The Mincer (1958, 1974) model specifies

\[
\ln[w(s, x)] = \alpha_0 + \rho s + \beta_0 x + \beta_1 x^2 + \varepsilon
\]
where \( w(s, x) \) is wage at schooling level \( s \) and work experience \( x \), \( \rho_s \) is the “rate of return to schooling” (assumed to be the same for all schooling levels) and \( \varepsilon \) is a mean zero residual with \( E(\varepsilon|s, x) = 0 \). This model is motivated by two conceptually different theoretical frameworks, which we briefly review in this section.

### 2.1 The compensating differences model of Mincer (1958)

The first Mincer model (1958) uses the principle of compensating differences to explain why persons with different levels of schooling receive different earnings over their lifetimes. This model assumes that individuals have identical abilities and opportunities, that there is perfect certainty, that credit markets are perfect, that the environment is perfectly certain, but that occupations differ in the amount of training required. Schooling is costly because individuals forego earnings while in school, but it entails no direct costs. Because individuals are assumed to be ex ante identical, they require a compensating differential to work in occupations that require a longer training period. The size of the compensating differential is determined by equating the present value of earnings streams net of costs associated with different levels of investment.

Let \( w(s) \) represent the annual earnings of an individual with \( s \) years of education, assumed to be constant over his lifetime. Let \( r \) be an externally determined interest rate and \( T \) the length of working life, which is assumed not to depend on \( s \). The present value of earnings associated with schooling level \( s \) is

\[
V(s) = w(s) \int_s^T e^{-rt} dt = \frac{w(s)}{r} (e^{-rs} - e^{-rT}).
\]

An equilibrium characterized by heterogeneous schooling choices requires that individuals be indifferent between schooling levels. Allocations of people to different schooling levels are driven by demand conditions. Equating the earnings streams associated with different schooling levels and taking logs yields

\[
\ln w(s) = \ln w(0) + \ln((1 - e^{-rT})/(1 - e^{-r(T-s)})) + rs.
\]

The second term on the right-hand-side is an adjustment for finite life, which converges to zero as \( T \) gets large.\(^7\)

---

\(^7\)This term also disappears if the retirement age, \( T \), is allowed to increase one-for-one with \( s \).
Mincer (1958) observed that this simple framework yields a number of interesting implications: (i) For large $T$, the coefficient on years of schooling in a Mincer regression equals the interest rate, $r$, (ii) people with more education receive higher earnings, (iii) the difference between earnings levels of people with different years of schooling is increasing in the interest rate and age of retirement, and (iv) the ratio of earnings for persons with education levels differing by a fixed number of years is roughly constant across schooling levels.

If we define the internal rate of return to schooling as the discount rate that equates the lifetime earnings streams for different education choices, then the internal rate of return equals the interest rate, $r$. Combined with implication (i), the coefficient on years of schooling in a Mincer regression yields an estimate of the internal rate of return. This coefficient also reflects the percentage increase in lifetime earnings associated with an additional year of school when $T$ is large.

### 2.2 Mincer’s (1974) accounting-identity model

Mincer’s (1974) second model is motivated by entirely different assumptions from his earlier model, but it yields an earnings specification similar to that of the first. The second model builds on an accounting identity model developed in Becker (1964) and Becker-Chiswick (1966). Unlike the first model, the second model focuses on the life-cycle dynamics of earnings and on the relationship between observed earnings, potential earnings, and human capital investment, both in terms of formal schooling and on-the-job investment. At the same time, no explicit assumptions are made about the background economic environment.

Mincer (1974) writes observed earnings as a function of potential earnings net of human capital investment costs, where potential earnings in any time period depend on investments in previous time periods. Let $E_t$ be potential earnings at time $t$. Investments in training can be expressed as a fraction of potential earnings invested, i.e. $C_t = k_t E_t$, where $k_t$ is the fraction invested at time $t$. Let $\rho_t$ be the return to training investments made at time $t$. Then,

$$E_{t+1} = E_t + C_t \rho_t = E_t (1 + k_t \rho_t).$$

Repeated substitution yields

$$E_t = \prod_{j=0}^{t-1} (1 + \rho_j k_j) E_0.$$

Formal schooling is defined as years spent in full-time investment ($k_t = 1$). Assume that
the rate of return on formal schooling is constant for all years of schooling \( (\rho_t = \rho_s) \) and that formal schooling takes place at the beginning of life. Also assume the rate of return to post-school investment, \( \rho_t \), is constant over time and equals \( \rho_0 \). Then, we can write

\[
\ln E_t = \ln E_0 + s \ln(1 + \rho_s) + \sum_{j=s}^{t-1} \ln(1 + \rho_0 k_j),
\]

which yields the approximate relationship (for small \( \rho_s \) and \( \rho_0 \) )

\[
\ln E_t \approx \ln E_0 + s \rho_s + \rho_0 \sum_{j=s}^{t-1} k_j.
\]

To establish a relationship between potential earnings and years of labor market experience, Mincer (1974) approximates the Ben Porath (1967) model and further assumes a linearly declining rate of post-school investment:

\[
k_{s+x} = \kappa \left(1 - \frac{x}{T}\right)
\]

where \( x = t - s \geq 0 \) is the amount of work experience as of age \( t \). The length of working life, \( T \), is assumed to be independent of years of schooling. Under these assumptions, the relationship between potential earnings, schooling and experience is given by:

\[
\ln E_{x+s} \approx [\ln E_0 - \kappa \rho_0] + \rho_s s + \left(\rho_0 \kappa + \frac{\rho_0 \kappa}{2T}\right) x - \frac{\rho_0 \kappa}{2T} x^2.
\]

Observed earnings equal potential earnings less investment costs, producing the following relationship for observed earnings:

\[
\ln w(s, x) \approx \ln E_{x+s} - \kappa \left(1 - \frac{x}{T}\right)
\]

\[
= [\ln E_0 - \kappa \rho_0 - \kappa] + \rho_s s + \left(\rho_0 \kappa + \frac{\rho_0 \kappa}{2T} + \frac{\kappa}{T}\right) x - \frac{\rho_0 \kappa}{2T} x^2.
\]

\[
= \alpha_0 + \rho_s s + \beta_0 x + \beta_1 x^2.
\]

Thus, we arrive at the standard form of the Mincer earnings model (equation (1)) that regresses log earnings on a constant term, a linear term in years of schooling, and linear and quadratic terms in years of labor market experience.

In most applications of the Mincer model, it is assumed that the intercept and slope coefficients in equation (1) are identical across persons. This implicitly assumes that \( E_0, \kappa, \rho_0 \) and \( \rho_s \) are the same across persons and do not depend on the schooling level. However,
Mincer formulates a more general model that allows for the possibility that \( \kappa \) and \( \rho \) differ across persons, which produces a random coefficient model

\[
\ln w(s_i, x_i) = \alpha_{0i} + \rho_{si}s_i + \beta_{0i}x_i + \beta_{1i}x_i^2 + \varepsilon_i
\]

Letting \( \alpha_0 = E(\alpha_{0i}) \), \( \rho_s = E(\rho_{si}) \), \( \beta_0 = E(\beta_{0i}) \), \( E(\beta_{1i}) = \beta_1 \), we may write this expression as

\[
\ln w(s, x) = \alpha_0 + \rho_s s + \beta_0 x + \beta_1 x^2 + [(\alpha_{0i} - \alpha_0) + (\rho_{si} - \rho_s)s + (\beta_{0i} - \beta_0)x + (\beta_{1i} - \beta_1)x^2],
\]

where the terms in brackets are part of the error. Mincer initially assumes that \( (\alpha_{0i} - \alpha_0), (\rho_{si} - \rho_s), (\beta_{0i} - \beta_0), (\beta_{1i} - \beta_1) \) are independent of \( (s, x) \); although he relaxes this assumption in later work (Mincer, 1997).

**Implications for log earnings-age and log earnings-experience profiles and for the interpersonal distribution of life-cycle earnings**

Mincer derives several implications from the accounting identity model under different assumptions about the relationship between formal schooling and post-school investment patterns. Under the assumption that post-school investment patterns are identical across persons and do not depend on the schooling level, he shows that

\[
\frac{\partial \ln w(s, x)}{\partial s} = 0 \quad \text{and} \quad \frac{\partial \ln w(s, x)}{\partial t} = \frac{\beta_0 \kappa T}{T} > 0.
\]

These two conditions imply:

(i) log-earnings experience profiles are parallel across schooling levels, and

(ii) log-earnings age profiles diverge with age across schooling levels.

Mincer (1974) presents informal empirical support for both of these implications of the model using cross-sectional data from the 1960 Decennial Census. In Section 3, we extend his analysis to more Census cross sections and show that the data from the 1940-1950 Censuses provide some empirical support for patterns (i) and (ii). The 1960 and 1970 data are roughly consistent with the model, but pattern (i) does not pass conventional statistical tests. Data from the more recent Census years are much less supportive of Mincer’s model.

The framework described above also has important implications for understanding how individual earnings patterns vary with population averages at each age in the life-cycle.

---

8 In the random coefficients model, the error term of the derived regression equation is heteroskedastic.
One implication is that for each schooling class, there is an age in the life-cycle at which the interpersonal variance in earnings is minimized. Consider the accounting identity for observed earnings at experience level $x$ and schooling level $s$, which we can write as

$$w(s, x) = E_s + \rho_0 \sum_{j=s}^{s+x-1} C_j - C_{s+x}.$$  

In logs

$$\ln w(s, x) \simeq \ln E_s + C_0 \sum_{j=0}^{x-1} k_{s+j} - k_{s+x}.$$  

Interpersonal differences in observed earnings of individuals with the same $E_0$ and $\rho_s$ arise because of differences in $\ln E_s$ and in post-school investment patterns as determined by $k_j$. When $\ln E_s$ and $\kappa$ (from equation 2) are uncorrelated, it can be shown that the variance of log earnings is minimized when experience is approximately equal to $1/\rho_0$. (See the derivation in Appendix A.) At this experience level, variance in earnings is solely a consequence of differences in schooling levels or ability and is unrelated to differences in post-school investment behavior. Prior to and after this time period (often referred to as the 'overtaking age'), there is an additional source of variance due to differences in post-school investment. As discussed by Mincer (1974), this yields another important implication that can be examined in the data, namely:

(iii) the variance of earnings over the life-cycle has a U-shaped pattern

Below, we show that this prediction of the model is supported in Census data from both early and recent decades.\(^9\)

3 Empirical Evidence for the Mincer Model

We now examine the empirical support for three key implications of Mincer’s accounting identity model given above by (i), (ii), and (iii). We extend Mincer’s (1974) analysis of subsamples of white males from the 1960 decennial U.S. census to include both white and black males from the 1940-1990 decennial Censuses. Earnings correspond to annual earnings, which includes both wage and salary income and business income.\(^{10}\)

\(^9\)In addition to Mincer (1974), studies by Schultz (1975), Smith and Welch (1979), House (1980), and Dooley and Gottschalk (1984) also provide evidence of this pattern for wages and earnings.

\(^{10}\)Business income is not available in the 1940 Census. Appendix B provides detailed information on the construction of our data subsamples and variables.
Figure 1 presents nonparametric estimates of the experience - log earnings profiles for each of the Census years for white and black males. Analogous estimates of the age - log earnings profiles are shown for 1940, 1960, and 1980 in Figure 2. Nonparametric local linear regression is used to generate the estimates. The estimated profiles for white males from the 1940-1970 Censuses generally support the fanning-out by age and the parallelism by experience patterns (implications (i) and (ii) above) predicted by Mincer’s accounting identity model. For black males, the patterns are less clear, partly due to the order of magnitude smaller sample sizes which result in less precise estimates. For 1960 and 1970, when the sample sizes of black males are much larger relative to earlier years, experience - log earnings profiles for black males show convergence across education levels over the life-cycle.

Earnings-experience profiles for the 1980-1990 Censuses show convergence for both white and black males. Thus, while data from the 1940-1950 Censuses provide support for implications (i) and (ii) of Mincer’s model, the evidence for implication (i) is weaker for 1960 and 1970. The data from 1980 and 1990 do not support the model. Formal statistical tests, reported in Table 1, reject the hypothesis of parallel experience - log earnings profiles for whites during all years except 1940 and 1950. Thus, even in the 1960 data used by Mincer, we reject parallelism. For black males, parallelism is only rejected in 1990, although the samples are much smaller. (The formulae for the test statistics are given in Appendix C.)

Figure 3 examines the support for implication (iii)—a U-shaped variance in earnings—for three different schooling completion levels: eighth grade, 12th grade, and college (16 years of school). For the 1940 Census year, the variance of log-earnings over the life-cycle is relatively flat for whites. It is similarly flat in 1950, with the exception of increasing variance at the tails. However, data for black and white men from the 1960-1990 Censuses clearly exhibit the U-shaped pattern predicted by Mincer’s accounting-identity model.

Table 2 reports standard cross-section regression estimates of the Mincer return to

---

11 Details about the nonparametric estimation procedure are given in Appendix C. The bandwidth parameter is equal to 5 years. Estimates are not very sensitive to changes in the bandwidth parameter in the range of 3-10 years.


13 For the sake of brevity, only a subset of years are shown in the figures. Figures for 1950, 1970, and 1990 are available from the authors upon request.
schooling for all Census years derived from earnings specification (1). The estimates indicate a rate of return to schooling of around 10-13% for white men and 9-15% for black men over the 1940-90 period. While estimated coefficients on schooling tend to be lower for blacks than whites in the early decades, they are higher in 1980 and 1990. The estimates suggest that the rate of return to schooling for blacks increased substantially over the 50 year period, while it first declined and then rose for whites. The coefficient on experience rose for both whites and blacks over the five decades. At the same time, earnings profiles have become more concave as reflected in the increasingly more negative estimated coefficients for experience squared.

4 Estimating Rates of Return

Under the assumptions invoked in the compensating differentials model described in Section 2, the coefficient on schooling equals both the real interest rate and the internal rate of return to schooling. The coefficient on schooling in an accounting identity model can also be interpreted as an average rate of return. These observations have led many economists to label that coefficient the “Mincer rate of return,” and a large empirical literature focuses on its estimation.

In this section, we explore what earnings equations estimate within a simple income maximizing framework under perfect certainty developed in Rosen (1977) and Willis (1986). We assume that individuals choose education levels to maximize their present value of lifetime earnings, as in Mincer’s compensating differences model, taking as given a post-school earnings profile, which may be determined through on-the-job investment as in the accounting-identity model. The model analyzed in this section relaxes many of the assumptions that were imposed in the models of Section 2, such as the restriction that log earnings increase linearly with schooling and the restriction that log earnings-experience profiles are parallel across schooling classes. We also incorporate additional features, such as school tuition and nonpecuniary costs of schooling, income taxes, and a length of working life that may depend on the schooling level. When these features are incorporated, the coefficient from a Mincer regression need no longer equal the real interest rate (the rate of return on capital). It also loses its interpretation as the internal rate of return to schooling. Therefore, instead of fitting Mincer equations, we estimate rates of returns by a procedure.
applied in Hanoch (1967), which is further described below.

Let $w(s, x)$ be wage income at experience level $x$ for schooling level $s$; $T(s)$, the last age of earnings, which may depend on the schooling level; $v$, private tuition and non-pecuniary costs of schooling; $\tau$, a proportional income tax rate; and $r$, the before-tax interest rate.\textsuperscript{14} Individuals are assumed to choose $s$ to maximize the present discounted value of lifetime earnings\textsuperscript{15}

$$V(s) = \int_0^{[T(s)-s]} (1 - \tau)e^{-(1-\tau)r(x+s)}w(s, x)dx - \int_0^s ve^{-(1-\tau)r^x}dz.$$ (3)

The first order condition for a maximum yields

$$[T'(s) - 1]e^{-(1-\tau)r(T(s)-s)}w(s, T(s) - s) - (1 - \tau)r \int_0^{T(s)-s} e^{-(1-\tau)r^x}w(s, x)dx$$

$$+ \int_0^{T(s)-s} e^{-(1-\tau)r^x} \frac{\partial w(s, x)}{\partial s}dx - v/(1 - \tau) = 0.$$ (4)

Defining $\tilde{r} = (1 - \tau)r$ (the after-tax interest rate) and re-arranging terms yields

$$\tilde{r} = \frac{[T'(s) - 1]e^{-\tilde{r}(T(s)-s)}w(s, T(s) - s)}{\int_0^{T(s)-s} e^{-\tilde{r}x}w(s, x)dx} \left(\text{Term 1}\right)$$

$$+ \frac{\int_0^{T(s)-s} e^{-\tilde{r}x} \left[\frac{\partial \log w(s, x)}{\partial s}\right] w(s, x)dx}{\int_0^{T(s)-s} e^{-\tilde{r}x}w(s, x)dx} - \frac{v/(1 - \tau)}{\int_0^{T(s)-s} e^{-\tilde{r}x}w(s, x)dx}.$$ (Term 2) (Term 3)

Term 1 represents a life-earnings effect – the change in the present value of earnings due to a change in working-life associated with additional schooling (expressed as a fraction of the present value of earnings measured at age $s$). Term 2 is the weighted effect of schooling

\textsuperscript{14}The standard framework implicitly assumes that individuals know these functional relationships, credit markets are perfect, education does not enter preferences, and there is no uncertainty.

\textsuperscript{15}This expression embodies an institutional feature of the U.S. economy where income from all sources is taxed but one cannot write-off tuition and non-pecuniary costs of education. However, we assume that agents can write-off interest on their loans. This assumption is consistent with the institutional feature that persons can deduct mortgage interest, that 70% of American families own their own homes, and that mortgage loans can be used to finance college education.
on log earnings by experience, and Term 3 is the cost of tuition expressed as a fraction of lifetime income measured at age $s$.

The special case assumed by Mincer (and most labor economists) writes $v = 0$ (or assumes that the third term is negligible) and $T'(s) = 1$ (no private tuition costs and no loss of work life from schooling). This simplifies the first order condition to

$$\tilde{r} \int_{0}^{T(s) - s} e^{-\tilde{r}x} w(s, x) dx = \int_{0}^{T(s) - s} e^{-\tilde{r}x} \frac{\partial w(s, x)}{\partial s} dx.$$

As described in Section two, Mincer’s model further imposes multiplicative separability between the schooling and experience components of earnings, so $w(s, x) = \mu(s) \varphi(x)$ (i.e. log earnings profiles are parallel in experience across schooling levels). In this special case, $\tilde{r} = \mu'(s)/\mu(s)$. If this holds for all $s$, then wage growth must be log linear in schooling and $\mu(s) = \mu(0) e^{\rho_s s}$. If all of these assumptions hold, then the coefficient on schooling in a Mincer equation ($\rho_s$) estimates the internal rate of return to schooling, which should equal the after-tax interest rate.

> From equation (5) we observe, more generally, that the difference between after-tax interest rates and the Mincer coefficient can be composed of three parts: a life-earnings part (Term 1), a second part which depends on the structure of the schooling return over the lifecycle, and a tuition cost part (Term 3). The second part is the difference between Term 2 averaged over all schooling and experience categories and the Mincer rate of return estimated from equation (1). It reflects deviations from linearity of log earnings in schooling and parallelism in experience profiles across education levels.

The evidence for 1980 and 1990 described in Section 3 argues strongly against the assumption of multiplicative separability of log earnings in schooling and experience. In recent decades, log earnings-experience profiles differ across schooling groups. In addition, college tuition costs are nontrivial and are not offset by work in school for most college students. These factors account for some of the observed disparities between the after-tax interest rate and the steady-state Mincer coefficient. Finally, the least squares estimate obtained from a standard Mincer regression does not control for variation in the ability of persons attending college, so classical ability bias could also partly account for the disparity.16

---

16 The evidence on the importance of ability bias is mixed. See, e.g. Griliches (1977), Card (1995),
One can view $\tilde{r}$ as a marginal internal rate of return to schooling after incorporating tuition costs, earnings increases, and changes in the retirement age. That is, $\tilde{r}$ is the discount rate that equates the net lifetime earnings for marginally different schooling levels at an optimum. As in the model of Mincer (1958), this internal rate of return should equal the interest rate in a world with perfect credit markets, once all costs and benefits from schooling are considered.

After allowing for taxes, tuition, variable length of working life, and a flexible relationship between earnings, schooling and experience, the coefficient on years of schooling in a log earnings regression no longer equals the internal rate of return. However, it is still possible to calculate the internal rate of return using the observation that it is the discount rate that equates lifetime earnings streams for two different schooling levels (Becker, 1964, states this logic. Hanoch, 1967, applies it). Typically, internal rates of return are based on non-marginal differences in schooling. Incorporating tuition and taxes, the internal rate of return for schooling level $s_1$ versus $s_2$, $r_I(s_1, s_2)$, solves

$$\left[T(s_1) - s_1\right] \int_0^s (1 - \tau) e^{-r_I(x + s_1)} w(s_1, x) dx - \int_0^s ve^{-r_Iz} dz$$

$$= \left[T(s_2) - s_2\right] \int_0^s (1 - \tau) e^{-r_I(x + s_2)} w(s_2, x) dx - \int_0^s ve^{-r_Iz} dz.$$  \hspace{1cm} (6)

As with $\tilde{r}$ above, $r_I$ will equal the Mincer coefficient on schooling under the assumptions of parallelism over experience across schooling categories (i.e. $w(s, x) = \mu(s) \varphi(x)$), linearity of log earnings in schooling ($\mu(s) = \mu(0)e^{\rho s}$), no tuition costs ($v = 0$), no taxes ($\tau = 0$), and equal work-lives irrespective of years of schooling ($T'(s) = 1$).\hspace{1cm} 17 In the next section, we compare rate of return estimates based on specification (1) to those obtained by directly solving for $r_I(s_1, s_2)$ in equation (6).


\hspace{1cm} 17When tuition costs are negligible, proportional taxes on earnings will have no effect on estimated internal rates of return, because they reduce earnings at the same rate regardless of educational choices.
4.1 How model specifications and accounting for taxes and tuition affect internal rate of return (IRR) estimates

Using data for white and black men from 1940-90 decennial Censuses, we examine how internal rate of return (IRR) estimates change when different assumptions about the model are relaxed. Tables 3a and 3b report internal rates of return to schooling for each Census year and for a variety of pairwise schooling level comparisons for white and black men, respectively.\(^\text{18}\) These estimates assume that workers spend 47 years working irrespective of their educational choice (i.e. a high school graduate works until age 65 and a college graduate until 69). Initially, the only assumptions we relax are functional form assumptions on the earnings equation, and we ignore taxes and tuition. To calculate each of the IRR estimates, we first estimate a log wage equation under the assumptions indicated in the tables. Then, we predict earnings under this specification for the first 47 years of experience, and the IRR is taken to be the root of equation (6).\(^\text{19}\) As a benchmark, the first row for each year reports the IRR estimate obtained from the Mincer specification for log wages (equation (1)). The IRR could equivalently be obtained from a Mincer regression coefficient.\(^\text{20}\)

Relative to the Mincer specification, row 2 relaxes the assumption of linearity in schooling by including indicator variables for each year of schooling. This modification leads to substantial differences in the estimated rate of return to schooling, especially for schooling levels associated with degree completion years (12 and 16) which now show much larger returns than other schooling years. For example, the IRR to finishing high school is 30% for white men in 1970, while the rate of return to finishing 10 rather than 8 years of school is only 3%. In general, imposing linearity in schooling leads to upward biased estimates of the rate of return to grades that do not produce a degree, while it leads to downward biased estimates of the degree completion years (high school or college). Sheepskin effects are an important feature of the data.\(^\text{21}\) There is a considerable body of evidence against linearity.

---

\(^{\text{18}}\) As lower schooling levels are reported only in broader intervals in the 1990 Census, we can only compare 6 years against 10 years and cannot compare 6 years against 8 years or 8 against 10 years as we do for the earlier Census years. We assume the private cost to elementary and high school is zero in all the calculations.

\(^{\text{19}}\) Strictly speaking, we solve for the root of the discrete time analog of equation (6).

\(^{\text{20}}\) They would be identically equal if our internal rate of return calculations were computed in continuous time. Because we use discrete time to calculate internal rates of return, \(r_I = e^{\rho_s} - 1\), which is approximately equal to \(\rho_s\) when it is small.

\(^{\text{21}}\) We use the term “sheepskin effects” to refer to exceptionally large rates of return at degree granting
(See e.g. Bound, Jaeger and Baker 1995, Heckman, Layne-Farrar and Todd, 1996, Jaeger and Page, 1996, Solon and Hungerford, 1987.) Row 3 relaxes both linearity in schooling and the quadratic specification for experience, which produces similar estimates. The assumption that earnings are quadratic in experience is empirically innocuous for estimating returns to schooling once linearity and separability are relaxed.

Finally, row 4 fully relaxes all three Mincer assumptions (i.e. earnings are non-parametrically estimated as a function of experience, separately within each schooling class, which does not impose any assumption other than continuity on the functional earnings-experience relationship). Comparing these results with those of row three provides a measure of the bias induced by assuming separability of earnings in schooling and experience. In many cases, especially in recent decades, there are large differences. This finding is consistent with the results reported in Section 3, which showed that earnings profiles in recent decades are no longer parallel in experience across schooling categories.

The estimates in Table 3a show a large increase in the return to completing high school for whites, which goes from 24% in 1940 to 50% in 1990, and even more dramatic increases for blacks (Table 3b). It is possible that these increases partially reflect a selection effect, stemming from a decrease in the average quality of workers over time who drop out of high school.\textsuperscript{22} There is also a significant increase over time in the marginal internal rate of return to 14 years and 16 years of school, consistent with changes in the demand for labor favoring skilled workers. The Mincer coefficient implies a much lower return to schooling than do the nonparametric estimates, with an especially large disparity for the return to high school completion. For whites, the return to a 4-year college degree is similar under the Mincer and nonparametric models, but for blacks the Mincer coefficient understates the return by about 10%. While the recent literature has focused on the rising returns to college, the increase in returns to completing high school has been substantially greater.

A comparison of the IRR estimates based on the most flexible model for black males and white males shows that for all years except 1940, the return to high school completion is higher for black males, reaching a peak of 58% in 1990 (compared with 50% for whites in 1990). The internal rate of return to completing 16 years is also higher for blacks, by

\begin{footnote}{years of schooling. We cannot, however, distinguish in the Census data which individuals receive a diploma among individuals reporting 12 or 16 years of completed schooling.}
\end{footnote}

\begin{footnote}{22Though, it is worth noting that the fraction of white men completing high school is relatively stable after 1970. Among black men, high school graduation rates continued to increase until the early 1980s.}
\end{footnote}
about 10% in 1990.

Estimated internal rates of return clearly differ depending on the set of assumptions imposed by the earnings model. While the assumption that log earnings profiles are quadratic is fairly innocuous, the assumptions of linearity in schooling and separability in schooling and experience are not. Comparing the unrestricted estimates in row 4 with the Mincer-based estimates in row 1 reveal substantial differences for nearly all grade progressions and all years.

Table 4 examines how the IRR estimates change when we account for income taxes (both flat and progressive) and college tuition. For ease of comparison, the first row for each year reports estimates of the IRR for the most flexible earnings specification, not accounting for tuition and taxes. (These estimates are identical to the fourth row in Tables 3a and 3b.) All other rows account for private tuition costs for college (ν) assumed equal to the average college tuition paid in the U.S. that year. The average college tuition paid by students increased steadily since 1950 as shown in Figure 4a. In 1990, it stood at roughly $3,500 (in 2000 dollars). Row three accounts for flat wage taxes using estimates of average marginal tax rates (τ) from Barro and Sahasakul (1983) and Mulligan and Marion (2000), which are plotted for each of the years in Figure 4b. Average marginal tax rates increased from a low of 5.6% in 1940 to a high of 30.4% in 1980 before falling to 23.3% in 1990. The final row accounts for the progressive nature of our tax system using federal income tax schedules (Form 1040) for single adults with no dependents and no unearned income. (See Appendix B for details.)

When costs of schooling alone are taken into account (comparing row 2 with row 1), the return to college generally falls by a few percentage points. Because the earnings of blacks are typically lower than for whites but tuition payments are assumed here to be the same, accounting for tuition costs has a bigger effect on the estimates for the black samples. For

---

23Because we assume that schooling is free (direct schooling costs are zero) through high school and because internal rates of return are independent of flat taxes when direct costs of schooling are zero, internal rates of return to primary and secondary school are identical across the first three specifications in the table. Empirically, taking into account progressive tax rates has little impact on the estimates for these school completion levels. (Tables are available upon request.) For these reasons, we only report in Table 4 the IRR estimates for comparisons of school completion levels 12 and 14, 12 and 16, and 14 and 16.

24Average college tuition was computed by dividing the total tuition and fees revenue in the U.S. by total college enrollment that year. Federal and state support are not included in these figures. See Appendix A for further details on the time series we used for both tuition and taxes.
example, internal rates of return to the final two years of college decline by about one-fourth for whites and one-third for blacks. Further accounting for taxes on earnings (rows 3 and 4) has little additional impact on the estimates. Interestingly, the progressive nature of the tax system typically reduces rates of return by less than a percentage point. Overall, failure to account for tuition and taxes leads to an overstatement of the return to college. However, the time trends in the return are fairly similar whether or not one adjusts for taxes and tuition.

Figure 5 graphs the time trend in the IRR to high school completion for white and black males, comparing estimates based on (i) the Mincer model and (ii) the flexible nonparametric earnings model accounting for progressive taxes and tuition. Estimates based on the Mincer specification tend to understate returns to high school completion and also fail to capture the substantial rise in returns to schooling that has taken place since 1970. Furthermore, the sizeable disparity in returns by race is not captured by the Mincer equation estimates.

Figure 6 presents similar estimates for college completion. Again, the Mincer model yields much lower estimates of the IRR in comparison with the more flexible model that also takes into account taxes and tuition. Nonparametric estimates of the return to college completion are generally 5-10% higher than the corresponding Mincer-based estimates even after accounting for taxes and tuition. Additionally, the more general specification reveals a substantial decline in the IRR to college between 1950 and 1960 for blacks that is not reflected in the Mincer-based estimates.

Using the flexible earnings specification, we also examine how estimates depend on assumptions about the length of working life, comparing two extreme cases. Previous estimates assume that individuals work for 47 years regardless of their schooling (i.e. $T'(s) = 1$). An alternative assumption posits that workers retire at age 65 regardless of their education (i.e. $T'(s) = 0$). We find virtually identical results for all years and schooling comparisons for both assumptions about the schooling - worklife relationship.25 Because earnings at the end of the life-cycle are heavily discounted, they have little impact on the total value of lifetime earnings and, therefore, have little effect on internal rate of return estimates.

25Results available from authors upon request.
4.2 Accounting for Uncertainty in a Static Version of the Model

We have, thus far, computed internal rates of return using fitted values from earnings specifications. Under Mincer’s assumptions about the earnings process, when tuition and taxes are negligible, and the working life is the same across schooling levels, these estimates correspond directly to the coefficient on schooling in a Mincer regression. This subsection discusses the interpretation of estimates generated by Mincer’s strategy and demonstrates that it makes an implicit assumption about how individuals forecast their earnings. We suggest other ways to estimate the IRR used by agents in making their schooling choices that are based on more plausible expectation formation mechanisms.

Full earnings profiles for all schooling choices are not known by individuals making decisions about schooling, so individuals must use some method of predicting their future earnings. Of course, the same is true for the econometrician calculating internal rates of return to schooling. As previously discussed, it is common in the literature to use log specifications for earnings. Thus, it is common to assume \( \ln w = Z \gamma + \varepsilon \), so \( w = e^{Z \gamma} e^{\varepsilon} \) and

\[
E(w|Z) = e^{Z \gamma} E(e^{\varepsilon}).
\]

Assume for the moment that Mincer’s assumptions about earnings are correct, so that equation (1) describes the true earnings process and that \( E(\varepsilon|x, s) = 0 \). So far, we have estimated internal rates of return using fitted values for \( w \) in place of the true values. That is, we use the following estimate for log earnings: \( \hat{w}(s, x) = \exp(\hat{\alpha}_0 + \hat{\rho}_s s + \hat{\beta}_0 x + \hat{\beta}_1 x^2) \), where \( \hat{\alpha}_0, \hat{\rho}_s, \hat{\beta}_0, \) and \( \hat{\beta}_1 \) are the regression estimates. This procedure implicitly assumes that when making their schooling choices, individuals take fitted earnings profiles as their prediction of their own future earnings, ignoring any potential person-specific deviations. In other words, we calculate the IRR for an individual at the mean value for \( \varepsilon \) (zero) at all experience and schooling classifications. Thus our IRR estimator \( \hat{r}_I \) solves

\[
\sum_{x=0}^{\infty} \frac{\hat{w}(s+j,x)}{(1 + \hat{r}_I)^{s+j+x}} - \sum_{x=0}^{\infty} \frac{\hat{w}(s,x)}{(1 + \hat{r}_I)^{s+x}} - v \sum_{x=1}^{j} \frac{1}{(1 + \hat{r}_I)^{s+x}} = 0,
\]

which is the discrete time analogue to the model of equation (3) for two schooling levels \( s \) and \( s+j \), assuming an infinite horizon. When \( v = 0 \) (no tuition costs), or if tuition costs are negligible,

\[
\plim \hat{r}_I = e^{\rho_s} - 1 \approx \rho_s.
\]
This is an ex ante rate of return.

Suppose instead that agents base their expectations of future earnings at different schooling levels on the mean earnings profiles for each schooling level, or on $E(w|s,x)$. In this case, the estimator of the rate of return is given by the root of

$$\sum_{x=0}^{\infty} \frac{E(w(s+j,x)|s,x)}{(1+\hat{r}_I)^{s+j+x}} - \sum_{x=0}^{\infty} \frac{E(w(s,x)|s,x)}{(1+\hat{r}_I)^{s+x}} - \sum_{x=1}^{j} \frac{v}{(1+\hat{r}_I)^{s+x}} = 0 \quad (7)$$

If $v = 0$ and Mincer’s assumptions hold,

$$\frac{e^{\rho_s j}}{(1+\hat{r}_I)^j} \sum_{x=0}^{\infty} e^{\beta_0 x+\beta_1 x^2} \frac{E(e^{\epsilon(s+j,x)}|s,x)}{(1+\hat{r}_I)^x} = \sum_{x=0}^{\infty} e^{\beta_0 x+\beta_1 x^2} \frac{E(e^{\epsilon(s,x)}|s,x)}{(1+\hat{r}_I)^x}.$$

If $E[e^{\epsilon(s,x)}|s,x] = E[e^{\epsilon(s+j,x)}|s,x]$ for all $x$, then the two sums are equal and $\text{plim} \hat{r}_I = e^{\rho_s} - 1$ as before. In this special case, using $\hat{w}(s,x) = \exp(\hat{\alpha}_0 + \hat{\rho}_s s + \hat{\beta}_0 x + \hat{\beta}_1 x^2)$ or $E(w(s,x)|s,x)$ will yield estimates of the internal rate of return that are asymptotically equivalent. However, if $E(e^{\epsilon(s+j,x)}|s,x)$ is a more general function of $s$ and $x$, the estimators of the ex ante return will differ.

In the more general case, using estimates of $E(w(s,x)|s,x)$ yields an estimated rate of return with a probability limit

$$\text{plim} \hat{r}_I = e^{\rho_s} [M(s,j)]^{1/j} - 1 \approx \rho_s + \frac{1}{j} (\ln M(s,j)),$$

where

$$M(s,j) = \frac{\sum_{x=0}^{\infty} e^{\beta_0 x+\beta_1 x^2} E(e^{\epsilon(s+j,x)}|s,x)(1+r_I)^{-x}}{\sum_{x=0}^{\infty} e^{\beta_0 x+\beta_1 x^2} E(e^{\epsilon(s,x)}|s,x)(1+r_I)^{-x}}. \quad (8)$$

This estimator will be larger than $\rho_s$ if the variability in earnings is greater for more educated workers (i.e. $M(s,j) > 1$) and smaller if the variability is greater for less educated workers (i.e. $M(s,j) < 1$). If individuals use mean earnings at given schooling levels in forming the expectations that govern their schooling decisions, this estimator is more appropriate. Inspection of Figure 3 reveals that, at young ages, the variability in earnings for low education groups is the highest among all groups. If discounting dominates wage growth with experience, we would expect that $M(s,j) < 1$.\textsuperscript{26}

\textsuperscript{26}More generally if $v \neq 0$, then $\hat{r}_I$ converges to the root of equation (7). Neglecting this term leads to an upward bias, as previously discussed.
These calculations assume that agents are forecasting the unknown \( \epsilon(s, x) \) using \( (s, x) \). If they also use another set of variables \( q \), then these calculations are all conditional on \( q \) \((\hat{r}_I = \hat{r}_I(q))\) and we would have to average over \( q \) to obtain the average ex ante rate of return. If agents know \( \epsilon(s, x) \) at the time they make their schooling decisions, then the ex ante return and the ex post return are the same, and \( \hat{r}_I \) now depends on the full vector of “shocks” confronting agents. Returns would then be averaged over the distribution of all “shocks” to calculate an expected return. Due to the nonlinearity of the equation used to calculate the internal rate of return, the rate of return based on an average earnings profile is not the same as the mean rate of return. Thus, ex ante and ex post mean rates of return are certain to disagree.

When \( \rho_s \) varies in the population, these results must be further modified. Assume \( \rho_s \) varies across individuals, that \( E(\rho_s) = \bar{\rho}_s \), and that \( \rho_s \) is independent of \( x \) and \( \epsilon(s + j, x) \) for all \( x, j \). Also, assume \( v = 0 \) for expositional purposes. Using fitted earnings, \( \hat{w}(s, x) \), to calculate internal rates of return yields an estimator, \( \hat{r}_I \), that satisfies

\[
\text{plim } \hat{r}_I = e^{\bar{\rho}_s} - 1 \approx \bar{\rho}_s.
\]

This estimator calculates the ex ante internal rate of return for someone with the mean increase in annual log earnings \( \rho_s = \bar{\rho}_s \) and with the mean deviation from the overall average \( \epsilon(s, x) = \epsilon(s + j, x) = 0 \) for all \( x \).

On the other hand, assuming agents cannot forecast \( \rho_s \), using estimates of mean earnings \( E(w(s, x)|s, x) \) will yield an estimator for \( r \) with

\[
\text{plim } \hat{r}_I = e^{\hat{\rho}_s} \left[ k M(s, j) \right]^{1/j} - 1 \approx \bar{\rho}_s + \frac{1}{j} \left[ \ell n k + \ell n (s, j) \right],
\]

where \( k = \frac{E(e^{(s+j)(\rho_s-\bar{\rho}_s)}|s, x)}{E(e^{(s+j)(\rho_s-\bar{\rho}_s)}|s, x)} \) and \( M(s, j) \) is defined in equation (8).

For \( \bar{\rho}_s > 0 \), it is straightforward to show that \( k > 1 \), which implies that everything else the same, the estimator, \( \hat{r}_I \), based on mean earnings will be larger when there is variation in the return to schooling than when there is not. Furthermore, the internal rate of return is larger for someone with the mean earnings profile than it is for an individual with the mean value of \( \rho_s \). Again, if agents know \( \rho_s \), we should compute \( \hat{r}_I \) conditioning on \( \rho_s \) and construct the mean rate of return from the average of those \( \hat{r}_I \). Again, the mean ex post and ex ante rates of return are certain to differ unless there is perfect foresight.
Table 5 reports estimates of the *ex ante* IRR based on the earlier estimation strategy as well as adjusted estimates that use mean earnings within each education and experience category rather than predicted earnings at $\varepsilon = 0$ (both the adjusted and unadjusted estimates account for tuition and progressive taxes). The adjusted estimates generate much lower (and more reasonable) IRR estimates than the unadjusted ones.\footnote{We lack the required panel data on individuals to compute *ex post* rates of return.}

Using mean earnings rather than earnings for someone with the mean residual generally leads to lower estimated internal rates of return for most schooling comparisons. Thus, even if the Mincer specification for log earnings is correct, the internal rate of return guiding individual decisions is lower than the Mincer estimated rate of return when individuals base their schooling decisions on average earnings levels within schooling and experience categories. In other words, predicted earnings obtained using the coefficients from a log earnings regression evaluated where $\varepsilon = 0$ is an inaccurate measure of the average earnings within each schooling and experience category.

The adjustment for uncertainty reported in this section makes the strong assumption that all variation is unforecastable at the time schooling decisions are made. A better approach would be to extract components of variation that are forecastable at the time schooling decisions are being made (heterogeneity) from components that are unforecastable (true uncertainty). Only the latter components should be used to compute $M(s, j)$. Methods for extracting heterogeneity from uncertainty are available (Carneiro, Hansen, and Heckman, 2003) but require panel data and cannot be applied to Census cross sections. We consider sequential uncertainty in section 6, but first we consider cohort bias within the Mincer framework.

## 5 How do Cross-sectional IRR Estimates Compare with Cohort-based Estimates?

Thus far, following Mincer and an entire literature, we have estimated returns to schooling using cross-section data, which takes the standard synthetic cohort approach assuming that younger workers base their earnings expectations on the current experiences of older workers. In this case, cross-section and cohort earnings-education-experience profiles are the same. However, if skill prices are changing over time and workers are able to at least
partially anticipate these changes, then estimates of the return to different schooling levels based on cross-sectional data may not represent the ex ante rates of return governing human capital investment decisions. While estimates based on cross-section data reflect current price differentials and opportunity costs, they do not capture future skill price differentials that forward-looking individuals would take into account. Consider, for example, a cohort of individuals deciding whether to attend college just prior to a permanent increase in the relative price of college educated workers. Those cohorts will experience higher returns to college than earlier cohorts, which would be reflected in cohort-based estimates but not in cross-section estimates. If cohorts anticipate the rise in the skill premium, they will base their schooling decisions on their true cohort-specific rate of return and not the rate of return estimated from a cross-section of workers. However, if individuals do not anticipate the price change, cross-section estimates may better represent the expected return from attending college that guides their decisions. Thus, expectations about the future play a crucial role in determining whether cross-section or cohort-based estimates influence schooling decisions.

Another possible source of discrepancy between cross-section and cohort-based rate of return estimates is a change in cohort quality. Consider an increase in school quality for cohorts entering the market after some date. If relative skills for some schooling classes increase permanently, then cohort rates of return jump up with the first ‘new’ cohort and remain higher for all succeeding cohorts. Cross-section estimates only reflect the changes slowly as more and more high quality cohorts enter the sample each year. As a result, they under-estimate true rates of return for all cohorts entering the labor market after the change in school quality, with the bias slowly disappearing as time progresses.

Mincer (1974) explicitly addressed the distinction between cross-section and cohort-based lifecycle earnings patterns. However, he found that patterns for wage growth in a 1956 cross-section of male workers were quite similar to the 1956 to 1966 growth in wages for individual cohorts. At the time he was writing, the empirical discrepancy between cross-section and cohort-based estimates was relatively small, and the data required to compute full life-cycle earnings profiles did not exist. More recently, however, collections of micro data over many years have made cohort analyses possible, and these analyses reveal that wage patterns have changed dramatically across cohorts and that cross-sections no longer approximate cohort or life cycle change (MaCurdy and Mroz, 1995, and Card and Lemieux,
While these studies question whether or not these changes are due to changes in relative skill prices or cohort quality, there is little question that life-cycle earnings profiles based on a cross-section of workers no longer accurately reflect the true earnings patterns for any given cohort. As a result, the rates of return to schooling estimated from cross-sections of workers reported in the previous section are likely to differ from the rates of return faced by cohorts making their schooling decisions.

In our cohort analysis, we focus on the actual returns earned by each cohort without regard for whether changes in those returns over time are due to changes in cohort quality or skill prices. We simply ask how the actual ex post returns earned by individual cohorts compare with returns estimated from a cross-section of individuals at the time those cohorts made their schooling decisions. We use repeated cross-section data from the 1964-2000 Current Population Survey (CPS) March Supplements, comparing cross-section estimates of the return to schooling with estimates that combine all years of the CPS to follow cohorts over their lifecycles. Given the sensitivity noted in the previous sections to changes in functional form specification, we adopt a flexible earnings specification and compute internal rates of return to high school completion (12 vs. 10 years of schooling) and college completion (16 vs. 12 years of schooling) that relax the assumptions that log earnings are parallel in experience and linear in schooling. Our estimates also take into account average marginal tax rates and tuition costs using the time series generated from CPS data.\(^{28}\) Because earnings are not observed at every experience level for any cohort in the sample, a fully non-parametric approach is infeasible, and we require a way of extrapolating the earnings function to work experience levels not observed in the data. We assume that log earnings profiles are quadratic in experience for each education classification in a specification that allows the intercept and coefficients on experience and experience-squared to vary by schooling class and year or cohort of data. That is, we estimate log earnings for each year or for each cohort using regressions of the following form given by\(^{29}\)

\[
\log(w(s, x)) = \alpha_s + \beta_{0s}x + \beta_{1s}x^2 + \varepsilon_s,
\]

\(^{28}\)An average marginal tax rate of 25% is assumed for all years after 1994, the final year of tax rates reported in Mulligan and Marion (2000). This corresponds to the average of all rates since 1950, after which rates changed very little from year to year.

\(^{29}\)In estimating earnings profiles for those with 10 years of education, we combine individuals with 9-11 years, with separate intercept terms for each of the education levels. This is done to increase precision in estimation. See Appendix A for additional details on the coding of the education variables.
where the regression coefficients are allowed to vary by schooling group. Two sets of estimates are generated: (i) regressions are estimated separately for each year of CPS data (to produce a set of cross-section estimates), and (ii) all CPS cross-sections are combined and separate regressions are estimated for each cohort by following them over their lifecycles (to produce a set of cohort-based estimates). Both sets of estimates are used to generate predicted lifecycle earnings profiles for each cohort or cross-section of individuals, which are then used to compute internal rates of return to high school and college by the method described in the previous section.\footnote{In addition to the quadratic specification, we also tried using a cubic and quartic in experience to extrapolate for the missing experience levels. For cohorts with 25 or fewer years of data, extrapolations based on higher order polynomial specifications were unreliable, so we adopted the more parsimonious quadratic specification.}

Figures 7a and 7b show cohort and cross-section high school and college completion IRR estimates for white men, corresponding to CPS estimates in Table 6a. Cross-section estimates are shown for each year of the sample from 1964-1995, and cohort-based estimates are shown for cohorts turning age 18 in 1950 through 1983.\footnote{We do not estimate returns for cohorts beyond 1983, since there are too few years of earnings observations for those cohorts to produces stable and reliable estimates.} The cohort-based estimates reported in Figure 7a reveal relative stability in the return to high school for cohorts making their high school completion decisions prior to 1960, followed by a large increase in the IRR for cohorts making their decisions over the first half of the 1960s, followed by another period of relative stability. Returns increased from around 10% among 1950-60 cohorts to around 40% for post-1965 cohorts. Cross-section based estimates increase consistently over most of the 1964-1995 period. In general, cross-section estimated rates of return under-estimate the true rates of return earned by cohorts of white men making their schooling decisions in the late 1960s and 1970s. Dramatic differences are also observed for the college-going decision of white men as shown in Figure 7b. While cross-section estimates show declining returns to college over the 1970s (from 12% down to 8%), cohort-based estimates show increasing returns over that period. After declining over time for cohorts making their college-going decisions in the 1950s, the cohort-based rates of return to college increase sharply in the 1960s, stabilize (or even fall) briefly in the early 1970s, then continue on a sharp upward trend through the early 1980s. The rate of return estimated from cross-sections of individuals does not begin to increase until much later, in 1980, rising quickly until the mid 1980s. Cross-section estimates over-estimate the rate of return faced by
cohorts making their college attendance decisions around 1965 by as much as 4 percentage points, while estimates in the early 1980s under-estimate the return by nearly the same amount. Table 6b reports comparable numbers for black men. Again, in recent years, cohort rates of return exceed cross sectionally estimated rates.

If the observed discrepancies between cross-section and cohort-based estimated rates of return are due to price changes over time that could be at least partly anticipated or are due to changing cohort quality, then cross-section estimates would not reflect the rates of return that govern schooling decisions. On the other hand, if changes in skill prices were entirely unanticipated, then cross-section estimates may provide a better indication of the returns governing schooling decisions than would the actual returns experienced by each cohort. A better understanding of the underlying causes for such dramatic changes in wages and of individual expectations are needed.

In summary, cross-section estimates of the rate of return to schooling should be cautiously interpreted, particularly when skill prices are changing over time or when cohort quality is changing. If one is interested in empirically estimating historical rates of return, a cohort analysis is clearly preferable. Data from 1964-2000 March CPS suggest that returns estimated from a cross-section of workers are not only biased in levels, but they also suggest time patterns that sometimes differ from those obtained using a cohort-based estimation strategy. If one is interested in estimating the rates of return governing school investment decisions, then whether to use cross-section or cohort-based estimates depends on the extent to which individuals are able to forecast future changes in wages and skill prices.

We next turn to considering the impact of sequential resolution of uncertainty on conventional estimates of returns to schooling.

6 The Internal Rate of Return and The Sequential Resolution of Uncertainty

Human capital theory was developed in an era before the modern tools of dynamic decision making under uncertainty were fully developed. Concepts central to human capital theory like the internal rate of return are not generally appropriate to the evaluation of investment programs under sequential resolution of uncertainty. A more general analysis is required.
For two reasons, the dynamic nature of schooling suggests that the returns to education may include an option value (Weisbrod, 1962). First, the return to one year of school may include the potential for greater returns associated with higher levels of education when the returns to school are not constant across all schooling levels. For example, finishing high school provides access to college, and attending college is a necessary first step to obtaining a college degree. Given the large increase in earnings associated with college completion, the total return to high school or college attendance may include the potential for even greater returns associated with finishing college. Mincer’s assumption that earnings are log linear in schooling implicitly rules out this type of option value.

Second, when there is uncertainty about college costs or future earnings and when each additional year of schooling reveals new information about those costs or earnings, the full returns to schooling will include the expected value of newly revealed information. Consider the following example. Finishing high school opens the possibility of attending college if tuition costs and opportunity costs turn out to be low. The returns to high school completion, therefore, include both the expected increase in earnings associated with completing high school and the \textit{ex ante} expected value of the information learned about college costs. The value of this information depends on the probability that the individual decides to continue on to college and the expected return if he does so. Failing to finish high school precludes an individual from learning about these costs and eliminates the college option entirely. Earnings each period may also be uncertain, and the decision to continue on in school may depend on both current and expected future labor market conditions. By ignoring uncertainty, the literature based on the Mincer earnings equation neglects this source of option value as well. Both sources of option values to schooling suggest that education decisions are made sequentially and should not be treated as a static discrete choice problem made once in a lifetime by individuals – the traditional approach used in human capital theory. (See, \textit{e.g.}, Mincer, 1958, Willis and Rosen, 1979, or Willis, 1986).

The empirical evidence presented earlier (also see Bound, Jaeger and Baker 1995, Heckman, Layne-Farrar and Todd, 1996, Solon and Hungerford, 1987) strongly rejects Mincer’s (1958) implicit assumption that internal rates of return to each year of schooling are identical and equal to a common interest rate. This alone undermines the interpretation of the coefficient on schooling in a log earnings regression as a rate of return. But this non-linearity, combined with the sequential resolution of uncertainty, creates additional
problems for estimating rates of returns using Mincer regressions. Because the returns to college completion are high, it may be worthwhile to finish high school to keep the option of college open. The total return to high school and earlier schooling choices may, therefore, include a non-trivial option value. To analyze this option value, we present two simple dynamic models with uncertainty about the value of future schooling choices given an individual’s current education. Following most of the literature, we assume that individuals maximize the expected value of lifetime earnings given the available information.

To gain some understanding about the separate roles of nonlinearity and uncertainty in generating option values, first consider the option value framework of Comay, Melnik, and Pollatschek (1973), which assumes that there is no uncertainty about earnings conditional on final schooling attainment but that individuals face some exogenously specified probability \((\pi_{s+1,s})\) of being accepted into grade \(s + 1\) if they choose to apply after finishing grade \(s\).\(^{32}\) They face a lottery where the chance of being admitted to the next round of schooling does not depend on earnings values. For someone attending exactly \(s\) years of school, define the discounted present value of lifetime earnings as of the schooling completion date as:

\[
W_s = \sum_{x=0}^{T} (1 + r)^{-x} w(s, x).
\]

The interest rate, \(r\), is exogenously specified. If an individual that chooses to apply for grade \(s + 1\) is rejected, he begins working immediately, earning \(W_s\). In this environment, the total expected value of attaining \(s \in \{1, 2, ..., \bar{s}\}\) years of school, given the information available at \(s - 1\), is

\[
E_{s-1}(V_s) = (1 - \pi_{s+1,s}) W_s + \pi_{s+1,s} E_{s-1} \max \left\{ W_s, \frac{E_s(V_{s+1})}{1 + r} \right\}
\]

for \(s < \bar{s}\) and \(E_{\bar{s}-1}(V_{\bar{s}}) = W_{\bar{s}}\). This assumes that each grade of school takes one period and that direct costs of schooling are negligible.

The \textit{ex ante} option value of grade \(s\) as perceived at \(s - 1\) is defined as the difference between the total expected value of that opportunity, \(E_{s-1}(V_s)\), and the present discounted

\(^{32}\)They also consider the probability of failing conditional on attending the next grade. The results from such an analysis are quite similar to those discussed here.
value of earnings if the person does not continue in school, \( W_s \):

\[
O_{s,s-1} = E_{s-1}[V_s - W_s]
\]

\[
= E_{s-1} \max \left\{ 0, \pi_{s+1,s} \left( \frac{E_s(V_{s+1})}{1+r} - W_s \right) \right\}
\]

\[
= \max \left\{ 0, \pi_{s+1,s} \left( \frac{E_{s-1}(V_{s+1})}{1+r} - W_s \right) \right\},
\]

where the final equality follows from the fact that there is no uncertainty about earnings conditional on the final schooling outcome. Notice that when earnings grow with an additional year of schooling at the same rate as the interest rate, as is assumed by Mincer (1958), or if the growth in earnings is at the same rate as the individual-specific interest rate in the accounting identity model, then \( W_s = \frac{W_{s+1}}{1+r} \) for each individual and all \( s \). Mincer’s assumption of linearity of log earnings in schooling implicitly rules out any option value of schooling in the present context.\(^{33}\) Intuitively, if the earnings profiles associated with all schooling choices provide the same present value when discounted back to the same date, then there is no value attached to the possibility of continuation. Thus linearity of log wages in years of schooling with a growth rate equal to the interest rate implies no option value of education in the Comay, Melnik, and Pollatschek (1973) framework.

More generally, this model does generate option values when future wage growth is greater than \( 1 + r \). For example, if college graduation offers large returns, finishing high school will carry an option value since there is some probability that an individual will be accepted into college. In this case, the total value of a high school degree includes the value of a lottery ticket that pays the rewards of a college degree to ‘winners’. The option value of high school represents the value of this lottery ticket.

\(^{33}\)Proof: \( \bar{V}_{\bar{S}} = \bar{W}_{\bar{S}} \) at \( \bar{S} \), so

\[
E_{\bar{S}-2} (V_{\bar{S}-1}) = (1 - \pi_{\bar{S},\bar{S}-1}) W_{\bar{S}-1} + \pi_{\bar{S},\bar{S}-1} \max \left\{ W_{\bar{S}-1}, \frac{W_{\bar{S}}}{1+r} \right\},
\]

since there is no uncertainty about earnings conditional on final schooling levels. For proportional earnings growth at rate \( r \), both versions of the Mincer model imply that \( W_s = \frac{W_{s+1}}{1+r} \) for all \( s \). Thus, people may differ in their earnings levels and face different individual specific interest rates as in the accounting identity model. They may also face different \( \pi_{s+1,s} \). For any sequence of \( \pi_{s+1,s} \) and \( r \), we obtain

\[
E_{\bar{S}-2} (V_{\bar{S}-1}) = W_{\bar{S}-1} = \frac{W_{\bar{S}}}{1+r}.
\]

Backward induction produces \( E_{s-2} (V_{s-1}) = W_{s-1} = \frac{W_{s}}{1+r} \) for all \( s \), which implies no option value for any schooling level.\( \blacksquare \)
The Comay, Melnik, and Pollatschek (1973) model assumes that the probability of transiting to higher grades (conditional on the desire to do so) is exogenous. Schooling is a sequence of lotteries. Because there is no uncertainty about future earnings paths conditional on schooling or about the future costs of or returns to schooling, their model isolates the role played by a non-linear log earnings - schooling relationship in determining option values.

We next present an economically more interesting model of the schooling choice problem that incorporates uncertainty in future earnings (or school costs) and sheds light on the impact of that uncertainty on the option value of education. Suppose that there is uncertainty about net earnings conditional on \( s \), so that actual lifetime earnings for someone with \( s \) years of school are

\[
W_s = \left[ \sum_{x=0}^{T} (1 + r)^{-x} w(s, x) \right] \epsilon_s.
\]

This form of uncertainty is a one time, schooling specific shock. We assume that \( E_{s-1}(\epsilon_s) = 1 \) and define expected earnings associated with schooling \( s \) conditional on current schooling \( s - 1 \),

\[
\bar{W}_s = E_{s-1}(W_s).
\]

The disturbance, \( \epsilon_s \), may represent a shock to additional schooling costs or to current earnings that is revealed after the decision to attend grade \( s \) is made but prior to any future schooling decisions. Individuals with \( s \) years of schooling must decide whether to quit school, receiving lifetime earnings of \( W_s \), or to continue on in school for an additional year and receive an expected lifetime earnings of \( E_s(V_{s+1}) \).

The decision problem for a person with \( s \) years of schooling given the sequential revelation of information is to go to another year of school if

\[
W_s \leq \frac{E_s(V_{s+1})}{1 + r},
\]

so

\[
V_s = \max \left\{ W_s, \frac{E_s(V_{s+1})}{1 + r} \right\}
\]

for \( s < \bar{S} \). At the maximum schooling level, \( \bar{S} \), after information is revealed, we obtain

\[
V_{\bar{S}} = W_{\bar{S}} = \bar{W}_{\bar{S}} \epsilon_{\bar{S}}.
\]
Notice that the endogenous probability of going on from school level \( s \) to \( s + 1 \) is

\[
p_{s+1,s} = Pr \left( \epsilon_s \leq \frac{E_s(V_{s+1})}{(1 + r)W_s} \right),
\]

where \( E_s(V_{s+1}) \) may depend on \( \epsilon_s \), and the average earnings of a person who stays at schooling level \( s \) is

\[
\bar{W}_s E_{s-1} \left( \epsilon_s \mid \epsilon_s > \frac{E_s(V_{s+1})}{(1 + r)W_s} \right).
\]

Thus, the expected value of schooling level \( s \) as of current schooling \( s - 1 \) is:

\[
E_{s-1}(V_s) = (1 - p_{s+1,s}) \bar{W}_s E_{s-1} \left( \epsilon_s \mid \epsilon_s > \frac{E_s(V_{s+1})}{(1 + r)W_s} \right) + p_{s+1,s} \left( \frac{E_{s-1}(V_{s+1})}{1 + r} \right).
\]

The *option value* of schooling \( s \), given that the agent has the information about \( s - 1 \) outcomes, is the difference between the expected value of the earnings associated with schooling \( s \) and the corresponding value function:

\[
O_{s,s-1} = E_{s-1} [V_s - W_s].
\]

We can define sequential *option values* for all levels of \( s \). Clearly option values are non-negative for all schooling levels, since \( V_s \geq W_s \) for all \( s \). The option value for the highest schooling level is zero, since \( V_S = W_S \).

The ex ante rate of return to schooling \( s \) at level \( s - 1 \) is

\[
\bar{R}_{s,s-1} = \frac{E_{s-1}(V_s) - W_{s-1}}{W_{s-1}}.
\]

Accounting for direct costs of schooling \( C_s \), we may write this as

\[
\bar{R}_{s,s-1} = \frac{E_{s-1}(V_s) - (W_{s-1} + C_{s-1})}{W_{s-1} + C_{s-1}}
\]

This assumes that tuition or direct costs are incurred up front and returns are revealed one period later.

This is an appropriate *ex ante* rate of return concept because if

\[
W_{s-1} + C_{s-1} \leq \frac{E_{s-1}(V_s)}{1 + r},
\]

i.e.

\[
r \leq \frac{E_{s-1}(V_s) - (W_{s-1} + C_{s-1})}{W_{s-1} + C_{s-1}} = \bar{R}_{s,s-1},
\]
then it would be optimal to advance one more year of schooling (from \( s - 1 \) to \( s \)) given the return on physical capital \( r \).

This analysis highlights the sequential nature of the schooling choice problem under uncertainty. The schooling allocations that arise out of this framework will differ from those implied by the standard Mincer approach, which uses a static decision rule based on expected earnings profiles as of some initial period. The approach taken here recognizes that individuals face uncertainty at the time they make their schooling decisions and that some of that uncertainty is resolved after each decision is made. After completing a schooling level, individuals observe the shock associated with that level and can base their decision to continue in school on its realization. This creates an option value of attending school. If the shock is bad, one can always continue to the next higher schooling level.

It is interesting to note that even when \( \bar{W}_s = \frac{W_{s+1}}{1+r} \) as assumed by Mincer’s models, there is still an option value in this framework. This is because completing \( s + 1 \) reveals new information about the actual returns associated with that choice and offers the option of continuing on to level \( s + 2 \) with fresh draws of the \( \epsilon \). In contrast to its role in the simple Comay, Melnik, and Pollatschek (1973) model, Mincer’s assumption that log earnings are linear in schooling does not rule out option values once we introduce shocks to schooling costs or earnings. More generally, when future earnings choices (\( W_{s+2} \) vs. \( W_{s+1} \) in this example) offer very large expected returns, the option value might be quite substantial – both sources for option values are operating.

Conventional rate of return calculations for comparing schooling levels \( s \) and \( s + 1 \) base the calculation only on the earnings streams associated with \( s \) and \( s+1 \). Taking into account the option value also requires consideration of the earnings stream associated with higher schooling levels. That is, the value of graduating from high school instead of dropping out is affected by the expected earnings associated with graduating from college. Keane and Wolpin (1997) and Eckstein and Wolpin (1999) develop sequential models of schooling that are more general than the model presented here. Their econometric procedures implicitly incorporate the option value of schooling, but they do not present numerical estimates of its importance.

\[34\] In the ordered choice model of Cameron and Heckman (1998) and Hansen, Heckman and Mullen (2003), there is no option value arising from sequential resolution of uncertainty, because of the assumed one sided nature of the information revelation process. But, there may be option value arising from the nonlinearity of the model. It is interesting to note that schooling choice models that assume no information
To clarify the role of uncertainty and non-linearity of log earnings in terms of schooling, we present simulations of a five schooling-level version of our model with uncertainty in Tables 7a and 7b. In both tables, we assume an interest rate of \( r = 0.1 \) and that \( \epsilon_s \) is independent and identically distributed log-normal: \( \log(\epsilon_s) \sim N(0, \sigma) \) for all \( s \).\(^{35}\) We assume that \( \sigma = 0.1 \) in the results presented in the tables. Table 7a reports various outcomes related to the returns to schooling when we assume log earnings are linear in schooling (i.e. \( \bar{W}_{s-1} = \bar{W}_s/(1 + r) \)). Schooling continuation probabilities \( (p_{s,s-1}) \) and the proportional increase in \( \bar{W} \) associated with an increase in schooling from \( s - 1 \) to \( s \) are shown. By assumption, the latter equals \( r = 0.1 \) for all education levels. Column 4 displays the proportional increases in observed earnings (where observed earnings are measured by equation 9) from period \( s - 1 \) to \( s \), which are always less than \( r \). In the presence of uncertainty, self-selection leads to a substantial downward bias in the observed returns to schooling, especially for higher schooling transitions. Option values as a fraction of the total expected value of a schooling level \( (O_{s,s-1}/E_{s-1}(V_s)) \) are reported in column 5. They show the expected decline with schooling levels attained. The final three columns report average measures of the return to schooling for different sets of individuals. Column 6 reports the average return for the entire population \( (E_{s-1}[R_{s,s-1}]) \), while column 7 reports estimates of the return for those who choose to continue on to grade \( s \) (“treatment on the treated”) and column 8 reports the expected return that would be received by those who choose not to continue in school (“treatment on the untreated”). Comparing average returns with the proportional increase in \( \bar{W} \) or in observed earnings, we see that total rates of return to schooling are substantially higher for all but the final schooling transition due to the added option value of school and self-selection that takes place. When log earnings are linear in schooling, real returns are actually declining in accumulated schooling since option values updating fit the data on schooling choices as well as models that incorporate such updating.

\(^{35}\)We also considered models with an AR(1) process for the shocks: \( \log(\epsilon_s) = \rho \log(\epsilon_{s-1}) + v_s \) where \( v_s \sim N(0, \sigma) \). The case where \( \rho = 0 \) corresponds to Tables 7a and 7b. For \( \rho = 1 \), \( E(\epsilon_{s+1} | \epsilon_s) = \epsilon_s \) and a good or bad shock affects expected future outcomes in the same proportion as current outcomes. Thus, the outcome of \( \epsilon_s \) has no effect on schooling decisions. In the linear case corresponding to Table 7a, expected rates of return as measured by \( E_{s-1}(R_{s,s-1}) \) range between those reported in the table (when \( \rho \) is near zero) and the linear increase in earnings, \( r = 0.10 \) (when \( \rho \) is near one). Expected returns for the more general non-linear case differ little from those shown in Table 7b, since nearly everyone chooses to attend the highest level of schooling regardless of the value for \( \rho \). This implies that returns always reflect the expected increase in earnings between the current schooling level and the highest possible schooling level, which is, on average, independent of \( \rho \).
are decreasing in \( s \).\(^{36}\) Returns for those who choose to continue are noticeably larger than average returns, while returns for those who choose not to continue are all less than \( r \). The least squares estimate of the rate of return to school (i.e. the coefficient on schooling in a log earnings regression) is only 0.063, far below the true average rate of return or treatment on the treated estimates. It also under-estimates the rate of increase in expected earnings, \( \bar{W}_s \), and does not accurately reflect the pricing relationship for wages and schooling. Even with linearity of mean log earnings in schooling, Mincer-based estimates of the return are substantially downward biased in the presence of uncertainty. Not surprisingly, this bias (along with option values) disappears as the variance in \( \epsilon_s \) goes to zero. However, we find a bias as large as -0.01, roughly 10% of the true return, when \( \sigma \) is as low as 0.01.\(^{37}\)

Table 7b adds nonlinearity to this model to demonstrate its added effect on rates of return and option values. The simulation reported in this table assumes that increases in population mean log earnings from the first to the second and third to fourth levels of school are both 0.1, but the increase associated with going from level two to three is 0.3 and from four to five is 0.2. This roughly mimics the patterns observed in the later Census years with schooling levels three and five representing high school and college graduation, respectively. These simulations show substantially larger returns to the lower school transitions as a result of the sizeable sheepskin effects in later years. Option values are particularly large in early school years. In general, the greater the nonlinearity, the greater the option value. Estimates from a Mincer regression suggest a rate of return of only 0.060, substantially less than the true average returns or treatment on the treated estimates, which range from 0.21 to 0.46. While true returns have increased relative to Table 7a, the Mincer estimate actually declines slightly. Because most individuals are choosing to continue to higher schooling levels in this simulation, there is little difference between average returns and estimated treatment on the treated parameters.

The simulations presented in Tables 7a and 7b point to the potentially important role of both sources of option values in determining total returns to schooling. Turning to real data, we use the nonparametrically estimated earnings profiles for white males in the

---

\(^{36}\)We have assumed that individuals cannot choose to recall wage profiles associated with earlier schooling choices (i.e. someone with \( s \) years of school cannot choose to work for \( W_{s-1} \) or \( W_{s-2} \),...) if they receive a low realization for \( W_s \). Allowing for recall of earlier schooling opportunities would provide a force offsetting the tendency for option values to decline with schooling if we define the option value as \( E_{s-1}(V_s - W_s) \).

\(^{37}\)Results available from the authors upon request.
1990 Census to compute the option value of high school completion and college attendance for a range of reasonable schooling transition probabilities, \( p \), and interest rates, \( r \). These estimates would provide unbiased measures of the option value within the framework of Comay, Melnik, and Pollatschek (1973) where \( p = \pi_{s+1,s} \) for the schooling levels we examine. Within the model of sequential resolution of uncertainty, where \( p \) represents \( Pr \left( \epsilon_s \leq \frac{E_s(V_{s+1})}{(1+r)W_s} \right) \), they under-estimate the option value and return to school, since observed earnings represent \( \hat{W}_sE_{s-1}\left( \epsilon_s|\epsilon_s > \frac{E_s(V_{s+1})}{(1+r)W_s} \right) \) rather than \( \hat{W}_s \) (i.e. observed earnings are based on a sample selecting not to continue).\(^{38}\) Table 8 reports the average discounted lifetime earnings for individuals making different schooling choices, denoted by \( \hat{W}_s \). It also reports the total expected value of a schooling choice, \( E_{s-1}(V_s) \), the implied option value, \( \hat{O}_{s,s-1} \), and return to school, \( R_{s,s-1} \). The table reports results for interest rates of 7% and 10% and transition probabilities ranging from 0.1 to 0.5 (empirically, about half of all 1990 high school graduates attended college and about half of those went on to graduate). As expected, both the present value of earnings for each schooling choice and the option value of continuing are declining in the interest rate. Option values rise with increases in the transition probability. The option value for high school completion ranges from a low of only \$370 when interest rates are 10% and \( p = 0.1 \) to a high of \$22,000 when interest rates are 7% and \( p = 0.5 \). Much of the option value comes from the probability of completing college and not just attending college, because the difference in earnings between high school graduates and those with some college is quite small. Accordingly, option values are noticeably higher for college attendance, reaching a high of \$35,000 when interest rates are 7% and \( p = 0.5 \). Simply comparing the earnings streams for two schooling levels fails to recognize a potentially important component of the returns to education. Rates of return, shown in the final two columns, increase by about 50% for college attendance when the transition probability is raised from 0.1 to 0.5. Returns to high school completion are less sensitive to assumptions about \( p \) and option values. Failing to consider option values leads to biased estimates of the true return to schooling. A basic question is whether the traditional internal rate of return has any value as an investment evaluation criterion in the more general settings considered in this section.

In a model with sequential resolution of uncertainty, single crossings of earnings profiles,

\(^{38}\)We note, however, that estimates of the value function are unbiased in both models.
a near universal feature of schooling-earnings data, do not guarantee unique internal rates of return when option values are taken into account. Hirshleifer (1970) shows that there is always a unique positive internal rate of return when comparing two expected earnings streams which cross at only one age. This is typically the case when comparing the earnings profiles for any two schooling levels. Accounting for options to continue in school, it is possible for multiple roots to arise in the computation of more sophisticated internal rates of return that account for the option value of schooling even if earnings are monotonically increasing in schooling for workers conditional on age, and there are single crossings of any two earnings streams. Intuitively, the value function is a weighted average of future earnings streams so a single crossing property is not enough to guarantee unique internal rates of return.

To explore this intuition formally, consider a model of exogenous transition probabilities (like that of Comay, Melnick, and Polatschek, 1973) for the case where earnings are zero until the end of school, age $s$, at which time they jump up to $\alpha_s + \beta s$ and linearly increase thereafter at rate $\beta > 0$. As long as $\alpha_s > \alpha_{s'}$ for all $s > s'$, any two earnings streams will only cross once. Letting $w_s(a)$ denote the earnings for someone with $s$ years of school at age $a$, we have

$$w_s(a) = \begin{cases} 
0 & \text{if } a < s \\
\alpha_s + \beta a & \text{if } a \geq s.
\end{cases}$$

Consider three schooling choices, $s \in \{0, s_1, s_2\}$. Suppose $p$ is the probability that someone with $s_1 < s_2$ years of school continues on to $s_2$ years. The expected earnings at age $a$ of someone choosing to attend $s_1$ years of school with the option of continuing will be $\bar{w} = (1-p)w_{s_1} + pw_{s_2}$.

For $\alpha_0 < \alpha_{s_1} < \alpha_{s_2}$, $\bar{w}$ will cross $w_0(a)$ three times whenever

$$\frac{\alpha_0 + \beta s_1}{\alpha_{s_1} + \beta s_1} < 1 - p < \frac{\alpha_0 + \beta s}{\alpha_{s_1} + \beta s}$$

for any $s$, where $s_1 < s < s_2$. This is illustrated in Figure 8. Because there are three crossings between $w_0$ and $\bar{w}$, internal rate of return equations can generate up to three

---

39 The example can easily be extended to account for tuition costs and more general lifecycle earnings profiles.

40 The left hand side of this condition ensures that $\bar{w}$ jumps from zero to some point above $w_0$ at age $s_1$. Then, $\bar{w}$ increases with age at a slower rate than does $y_0$. The right hand condition guarantees that at some later age $s$, $\bar{w}$ will be below $w_0$. Finally, we know at age $s_2$, $\bar{w}$ will jump above $w_0$, since both $\alpha_{s_1}$ and $\alpha_{s_2}$ are both greater than $\alpha_0$. 

possible positive roots. Even if pairwise earnings streams cross only once, there may be multiple internal rates of return when we use the appropriate value function, invalidating their use as a guide to selecting human capital investment projects.

In general, the schooling transition probability is not exogenous. Multiple roots are even more likely in our model with sequential resolution of uncertainty, since the transition probability changes with the discount rate. Writing equations out explicitly in terms of \( r \), we obtain

\[
E_{s-1}(V_s(r)) = \Pr_{s-1} \left( \epsilon_s \geq \frac{E_s[V_{s+1}(r)]}{(1+r)W_s(r)} \right) W_s(r) E_{s-1} \left( \epsilon_s \geq \frac{E_s[V_{s+1}(r)]}{(1+r)W_s(r)} \right) + \Pr_{s-1} \left( \epsilon_s < \frac{E_s[V_{s+1}(r)]}{(1+r)W_s(r)} \right) \frac{E_{s-1}[V_{s+1}(r)]}{(1+r)}
\]

The IRR is the value (or values) of \( r \) that solve

\[
W_s(r) = \frac{E_{s-1}(V_{s+1}(r))}{1+r}.
\]

Take a three period example. In this case, the IRR for the second level of schooling solves

\[
W_1(r) = \Pr_1 \left( \epsilon_2 \geq \frac{W_3(r)}{(1+r)W_2(r)} \right) \frac{W_2(r)}{1+r} E_1 \left( \epsilon_2 \geq \frac{W_3(r)}{(1+r)W_2(r)} \right) + \Pr_1 \left( \epsilon_2 < \frac{W_3(r)}{(1+r)W_2(r)} \right) \frac{W_3(r)}{(1+r)^2}
\]

The fact that the continuation probabilities also depend on \( r \) makes multiple roots more likely. To gain some intuition in this case, take a limiting case where the variance of \( \epsilon_2 \) goes to zero. This implies that the probability of continuing to level three will be either zero or one, depending on whether or not \( W_2 \) is greater or less than \( \frac{W_3}{(1+r)} \). We may, therefore, get two valid solutions to the above IRR equation:

Case 1 (individual always continues): \( r_1^* \) satisfies

\[
W_1(r_1^*) = \frac{W_3(r_1^*)}{(1+r_1^*)^2} > \frac{W_2(r_1^*)}{1+r_1^*}.
\]

The latter inequality guarantees that the person always wants to continue to schooling level three upon reaching level two.

Case 2 (individual never continues): \( r_2^* \) satisfies

\[
W_1(r_2^*) = \frac{W_2(r_2^*)}{(1+r_2^*)^2} > \frac{W_3(r_2^*)}{(1+r_2^*)^2}.
\]
The latter inequality guarantees that the person always stops his schooling at level two.

Both of these cases may arise if log earnings are not parallel in experience. Consider the case where wage gaps are small initially and large later in the lifecycle. In this case, $r_1^*$ would be less than $r_2^*$. In Case 1, the high wage differential later on is not discounted very much, so the individual always wants to attend schooling level three. A low IRR must, therefore, equate level one earnings with discounted level three earnings. On the other hand, the high late wage differential may be discounted so much with a high discount rate that the individual never chooses to go on to college at that rate. In this case, a high IRR, $r_2^*$, must equate level one earnings with discounted level two earnings. These examples are extreme, but multiple roots can arise more generally as long as the variance of $\epsilon_s$ is not too large. This type of multiplicity could also come more directly out of the Comay, et al. (1973) type of model, where the probability of continuing to level three would be either zero (if individuals do not want to continue) or $p$ (if individuals wish to continue), depending on the discount rate. Such multiplicity is likely to be empirically relevant in recent years given the lack of parallelism in log earnings profiles.

These issues call into serious question the usefulness of internal rates of return as a measure of the return to education in an environment when the schooling decision is dynamic and sequential. A central tool of policy evaluation from classical human capital theory becomes meaningless in the presence of option values. Criterion (9) does not suffer from this criticism and is the appropriate measure of rate of return to use. In the absence of sequential resolution of uncertainty and option values, $R_{s,s-1}$ is equal to the internal rate of return.

Empirical work on the option value of schooling is in its infancy. If option values are empirically unimportant, conventional investment evaluation methods based on the IRR may well be informative. However, the analysis presented throughout this paper suggests that the Mincer model will not estimate theoretically appropriate rates of return to schooling. Even in the absence of option values, other key assumptions required to equate Mincer coefficients with internal rates of return are violated.
7 Conclusions

The earnings function is at the heart of labor economics, and Mincer’s work has had a major influence on how labor economists specify earnings relationships. The Mincer earnings specification has been widely used over the last five decades and continues to be applied in recent work. It captures many important empirical regularities, such as concavity of log earnings age and experience profiles, steeper profiles for persons with more years of education, and a U-shaped interpersonal variance of earnings over the life-cycle. Mincer (1958, 1974) provided two theoretical motivations for his specification, one based on a compensating differentials principle and a second based on an accounting identity model of human capital formation. The two models are economically distinct, but both lead to very similar empirical specifications of the wage equation.

Using 1940-1990 Census data, this paper examines the empirical support for Mincer’s earnings specification and the key implications of his accounting identity model. Data from 1940-1950 provide support for the model, and, in particular, for parallelism in experience-based log earnings profiles across different schooling levels. Eyeball evidence supports the hypothesis of parallelism in 1960 and 1970, even though parallelism is rejected by formal econometric tests. However, data from 1980 and 1990 Census years are not supportive and show convergence with experience in the log earnings profiles for different schooling groups linked to vintage effects. The data on U-shaped residual variances is supportive of Mincer’s model in all census years. Verification of this key prediction confirms the importance of human capital investment in accounting for lifecycle earnings.

Under the simplifying assumptions used by Mincer and others, the coefficient on schooling in a log earnings regression should equal the internal rate of return to schooling. However, many of these assumptions are no longer appropriate. We show in this paper that log earnings do not increase linearly with schooling, and experience profiles for log earnings are not parallel across schooling types in recent decades. Moreover, tuition costs and income taxes are non-negligible and should be taken into account in calculating returns to higher schooling levels. Allowing for a more flexible earnings specification and adjusting estimates of the internal rate of return to schooling for tuition and taxes leads to substantially different conclusions about the value of schooling as summarized in Tables 6a and 6b.
The Mincer specification dramatically understates the return to finishing high school relative to a more flexible model. The Mincer specification would also suggest that the IRR to high school completion rose slightly from 1940-1990, but our flexible model indicates that the IRR nearly doubled from 1970-1990. Estimates based on CPS data (both cross-section and cohort estimates) also indicate a much higher IRR to completing high school than the IRR implied by the Mincer model.

The differences in IRR estimates obtained from the different models and datasets are less pronounced for college completion. The Mincer equation leads to an overstatement of the IRR to college completion (12-16) of about 2-3% for census years 1950-1990 in comparison to a flexible model estimated on the same data. The cross-section and the cohort-based estimates derived using CPS data are fairly close to those from the Census data. Both the Census and CPS estimates for white men indicate a fall in the return to college in the 1970’s and a rise in the 1980’s.41

We also establish that estimates based on cross-section data can be misleading in times of economic transition, when estimated returns to schooling may be only loosely related to the true returns facing any cohort. In general, cross-sectional estimates will under-estimate (over-estimate) the returns to schooling for individuals making their schooling choices just prior to increases (decreases) in the price of skill. While Mincer recognized this problem in his seminal work, it was not empirically important in the data he analyzed. Now it is an important feature of the data.

The original Mincer model did not explicitly account for uncertainty. We incorporate uncertainty in both static and dynamic forms. Adjusting rates of returns for uncertainty about future earnings in a static setting substantially reduces estimated rates of return but does not change the qualitative conclusions obtained from a model that assumes perfect certainty.

Accounting for non-geometric growth in earnings with years of schooling and sequential resolution of uncertainty gives rise to option values which can be substantial. Existence of option values calls into question the usefulness of a standard tool of human capital analysis - the internal rate of return to schooling. We produce general examples in which there

---

41 These patterns are also documented in Katz and Murphy (1992) and Gottschalk (1997), which both use cross-sectional CPS data. Katz and Murphy (1992) attribute the fall in the 1970’s primarily to an increase in the supply of college graduates. However, we do not observe a similar decline in returns to college for the black sample.
are multiple internal rates of return to schooling even though earnings streams for each schooling level only cross once. This analysis calls into question the validity of the entire enterprise aimed at estimating “the” internal rate of return. We demonstrate that a more standard measure of the rate of return to schooling (grounded in modern capital theory) is widely applicable in the presence of uncertainty and option values. Under the sequential resolution of uncertainty, the Mincer model does not provide a valid estimate of this return or the internal rate of return. However, the empirical importance of uncertainty and option values in determining schooling choices remains to be demonstrated.

Although fairly accurate for earlier Census data, the Mincer model no longer produces even roughly valid estimates of rates of return to education and is not a valid guide to the evaluation of educational policy. However convenient it is, it is no longer an accurate guide to identifying pricing relationships or rates of return to schooling. A more general dynamic analysis of the earnings function that accounts for tuition, taxes, nonlinearity in schooling, non-separability between experience and schooling, and uncertainty is required.
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Appendix A: Derivation of the Overtaking Age

Based on the text,
\[
\ln w(s, x) = \ln E_{s+x} + \ln(1 - k_{s+x}) \\
\approx \ln E_s + \rho_0 \sum_{j=0}^{x-1} k_{s+j} - k_{s+x}
\]

Further using the assumption of linearly declining investment yields
\[
\ln w(s, x) \approx \ln E_s + \kappa \left( \rho_0 \sum_{j=0}^{x-1} (1 - j/T) - (1 - x/T) \right).
\]

Assuming only initial earnings potential \((E_s)\) and investment levels \((\kappa)\) vary in the population, the variance of log earnings is given by
\[
\text{Var}(\ln w(s, x)) = \text{Var}(\ln E_s) + \left( \rho_0 \sum_{j=0}^{x-1} (1 - j/T) - (1 - x/T) \right)^2 \text{Var}(\kappa) \\
+ 2 \left( \rho_0 \sum_{j=0}^{x-1} (1 - j/T) - (1 - x/T) \right) \text{Cov}(\ln E_s, \kappa)
\]

If \(\kappa\) and \(\ln E_s\) are uncorrelated, then earnings are minimized (and equal to \(\text{Var}(\ln E_s)\)) when
\[
\rho_0 \sum_{j=0}^{x-1} (1 - j/T) = 1 - x/T, \quad \text{or}
\]
\[
\rho_0 \left( x - \frac{x(x - 1)}{2T} \right) = 1 - x/T
\]

Clearly, \(\lim_{T \to \infty} x^* = \frac{1}{\rho_0}\), so the variance minimizing age is \(\frac{1}{\rho_0}\) when the work-life is long. More generally, re-arranging terms and solving for the root of this equation\(^{42}\) yields the variance minimizing experience level of
\[
x^* = T + \frac{1}{2} + \frac{1}{\rho_0} - \sqrt{\left( T + \frac{1}{2} + \frac{1}{\rho_0} \right)^2 - \frac{2T}{\rho_0}} \\
\approx \left( \rho_0 + \frac{\rho_0}{2T} + \frac{1}{T} \right)^{-1}
\]

where the final approximation comes from a first order Taylor approximation of the square root term around the squared term inside. The approximation suggests that the variance minimizing age will generally be less than or equal to \(\frac{1}{\rho_0}\), with the difference disappearing as \(T\) grows large.

\(^{42}\)There is a second root which is greater than \(T\) (the maximum working age), so it is ignored.
Appendix B: Data description

Census Data

The Census samples used in this paper are taken from the 1940, 1950, 1960, 1970, 1980 and 1990 Public-Use Census Samples. The 1940 sample consists of the self-weighting subsample which represents 1% of the population. The 1950 sample consists of sample-line persons (for whom questions regarding earnings were asked) which represent about 0.303% of the population. The 1960 sample is a self-weighting 1% sample. The 1970 sample is taken from two Public-Use A samples: the 1% State sample (5% form) and the 1% State sample (15% form). It is a self-weighting sample of 2% of the population. The 1980 and 1990 Census samples are both 5% Public Use A samples. The 1980 sample is self-weighting but the 1990 sample is not. For 1990, we use person weights to re-weight the sample back to random proportions.

The following sample restrictions are imposed for each Census year:

*age:* Sample includes individuals age 16-64. For Census years when a quarter-of-birth variable is available, we take into account the quarter of birth in calculating the age of each individual from the year of birth variable provided in the data set.

*race:* Only individuals reported as being black or white are included in the analysis.

*earnings:* The earnings measure used is annual earnings, which includes both wage and salary and business income for the Census years when business income is available. For Census years when earnings are reported in intervals, we use the midpoint of the interval as the individuals earnings.

*imputations:* Individuals with imputed information on age, race, sex, education, weeks worked or income are excluded. For years when all the imputation flags are not provided, we omit individuals on the basis of the available imputation flags.

The following variables are constructed:

*experience:* Potential experience is measured by Age - Years of Education - 6.

*years of education:* For the 1940-1980 Censuses, years of education is reported as the highest grade completed. For the 1990 Census, years of education is reported differently: by categories for first through fourth grade and for fifth through eighth grade, by year for ninth through 12th grade, and then by degree attained. To maintain comparability with the other Census samples, we impute the number of years of school associated with each category or degree. For those with some college but no degree or for those with an associate degree, we assign 14 years of school. For those with a
bachelor’s degree, we assign 16 years of school. For professional degrees we assign 17 years and for masters degrees and beyond, including doctoral degrees, we assign 18 years of school.

**Current Population Survey (CPS) Data**

The CPS samples used in this paper are taken from the 1964-2000 CPS March Supplements.

The following sample restrictions are used for each year:

- **age**: Sample includes individuals age 18-65.
- **race**: Sample separated into whites and all non-whites.
- **earnings**: Annual wage and salary income (deflated using the CPI-U) is used as the earnings measure in each year.

The following variables are constructed for our analysis:

- **experience**: Potential experience is measured by Age - Years of Education - 6.
- **years of education**: For 1964-1991, years of education is reported as the highest grade completed. Categories of schooling include 9-11 years, 12 years, and 16 years. From 1992-2000, years of education is reported differently. Those completing 12 years of schooling but who do not receive a high school diploma are assigned 11 years. Only those with 12 years of schooling and a diploma are assigned 12 years of schooling. For those with a bachelor’s degree, we assign 16 years of school.

**Tuition Time Series**

To estimate the private cost of college, we use the time series Total Revenue from Student Fees and Tuition obtained from the publication *120 Years of American Higher Education* (Table 33). Tables 24 and 33 of this publication provide, for all institutions, statistics on total educational revenue, total tuition revenue, and total enrollment. We divide total revenue for all institutions by total enrollment. Supplementing this data with data from the 1999 *Digest of Educational Statistics* (Tables 175 and 331), we create a consistent time series of total educational revenue, total tuition revenue, and total enrollment for 1940-1995.

**Tax Rate Time Series**
We obtain the average marginal tax rate time series from Barro and Sahasakul (1983) and Mulligan and Marion (2000, Table 1, column 1). The tax rates used in our progressive tax analysis are obtained from the federal schedule for a single adult with no dependents. All income is assumed to be earned income and standard deductions are assumed. To obtain after-tax income for 1960-90, we use the TAXSIM version 4.0 program available at http://www.nber.org/ taxsim/taxsim-calc4/index.html. For 1940 and 1950, we use the actual federal tax schedules (Form 1040) as reported in the Statistics of Income.
Appendix C: Local Linear Regression

In estimating the nonparametric matching regressions, we use local linear regression methods. As discussed in Fan and Gijbels (1996), the local linear estimator for the conditional expectation $E[y_i|z_i = z_0]$ can be computed from the minimization problem

$$\min_{a, b} \sum_{i=1}^{n} (y_i - a - b (z_i - z_0))^2 K \left( \frac{z_i - z_0}{h_n} \right),$$

where $K(\cdot)$ is a kernel function and $h_n > 0$ is a bandwidth which converges to zero as $n \to \infty$.\(^{43}\) The estimator of the conditional mean $E[y_i|z_i = z_0]$ is $\hat{a}$. The local linear estimator can be expressed as a weighted average of the $y_i$ observations,

$$\hat{m}(z_0) = \sum_{i=1}^{n} W_i(z_0),$$

where the weights are

$$W_i(z_0) = \frac{K_i \sum_{j=1}^{n} K_j^2 - K_i \sum_{k=1}^{n} K_k}{\sum_{k=1}^{n} K_k \sum_{j=1}^{n} K_j^2 - (\sum_{k=1}^{n} K_k)^2}.$$

Taking advantage of the fact that we have many observations with repeated $z_i$ values, our local regression estimator is given by

$$\hat{m}(z_0) = \frac{\sum_{i=1}^{N_z} n_{z_i} y(z_i) W_i(z_0)}{\sum_{i}^{N_z} n_{z_i} W_i(z_0)},$$

where $y(z_i)$ represents average earnings at experience level $z_i$, $n_{z_i}$ represents the number of observations at experience level $z_i$, and $N_z$ represents the number of distinct values of potential experience.\(^{44}\)

The asymptotic distribution of the estimator $\hat{m}(z_0)$ for $m(z_0) = E(y_i|z_i = z_0)$ is given by

$$(nh_n)^{-1/2}(\hat{m}(z_0) - m(z_0)) \sim N(B_n, V_n) + o_p(1)$$

where the bias and variance expressions are given by

$$B_n = h_n^2 \cdot (0.5m''(z_0)) \cdot \int_{-\infty}^{\infty} u^2 K(u) du,$$

$$V_n = \sigma^2(z_0) \int_{-\infty}^{\infty} K^2(u) du,$$

and where $\sigma^2(z_0) = E\{\{y_i - E(y_i|z_i = z_0)\}^2|z_i = z_0\}.\(^{45}\)

---

\(^{43}\) The kernel function we use in the empirical work is the quartic kernel, given by

$$K(s) = \begin{cases} 
(15/16)(s^2 - 1)^2 & \text{if } |s| < 1 \\
0 & \text{otherwise.}
\end{cases}$$

The bandwidth used is equal to 5.

\(^{44}\) For some of the Census years, there is a problem of non-random sampling with sampling weights provided in the data. The sampling weights are taken into account when calculating the mean log earnings at each experience level.

\(^{45}\) See, e.g. Fan and Gijbels (1996), for derivation of these formulae.
Tests of Parallelism

In section III of this paper, we perform nonparametric tests of whether the log-earnings-experience profiles are parallel across schooling levels. Let \( s_1 \) and \( s_2 \) denote two different schooling levels (16 years and 12 years, for example). We test whether

\[
E(y_i|z_i, s = s_1) - E(y_i|z_i, s = s_2) = \text{constant across } z_i \in \{10, 20, 30, 40 \text{ years}\}
\]

We select the experience values at which the hypothesis is tested to be at least 2 bandwidths apart from the other experience levels, so that the nonparametric estimates are independent from one another. Let \( \hat{m}(z_i, s_1) \) denote the estimator for \( E(y_i|z_i, s = s_1) \) for experience level \( z_i \) and schooling level \( s = s_1 \). The test statistic for testing parallelism for two different schooling levels \( s_1 \) and \( s_2 \) and two experience levels \( z_i \) and \( z_k \) is given by

\[
\frac{(\hat{m}(z_i, s_1) - \hat{m}(z_i, s_2) - (\hat{m}(z_k, s_1) - \hat{m}(z_k, s_2))) \cdot (\hat{V}_1 + \hat{V}_2 + \hat{V}_3 + \hat{V}_4)^{-1} \cdot (\hat{m}(z_i, s_1) - \hat{m}(z_i, s_2) - (\hat{m}(z_k, s_1) - \hat{m}(z_k, s_2))},
\]

where \( \hat{V}_1, \hat{V}_2, \hat{V}_3, \) and \( \hat{V}_4 \) are estimators for \( \text{Var}(\hat{m}(z_i, s_1)) \), \( \text{Var}(\hat{m}(z_i, s_2)) \), \( \text{Var}(\hat{m}(z_k, s_1)) \), and \( \text{Var}(\hat{m}(z_k, s_2)) \).

Under the null hypothesis of parallelism, the bias terms cancel out, so that it is not necessary to estimate the bias expressions in performing the test.\textsuperscript{46} To estimate the variances, we use

\[
\text{Var}(\hat{m}(z_i, s_1)) = \frac{\sum_{i=1}^{N_z} n_{z_i} \hat{\epsilon}(z_i, s_1)^2 W_i(z_i)}{\sum_{i=1}^{N_z} n_{z_i} W_i(z_i)},
\]

where \( \hat{\epsilon}(z_i, s_1) = y(z_i, s_1) - \hat{m}(z_i, s_1) \) is the fitted residual from the nonparametric regression evaluated at experience level \( z_i \).\textsuperscript{47} In Table 1, we report test results based on the test statistic that straightforwardly generalizes the test statistic given above to four experience levels.

\textsuperscript{46}This cancelling only occurs with the local linear estimator and would not occur if the standard kernel estimator were used instead to generate the nonparametric estimates.

\textsuperscript{47}Heckman, Ichimura, Smith, and Todd (1998) show that this estimator has better finite sample performance than a “plug-in” estimator based on the asymptotic variance formulae.
Table 1: Tests of Parallelism in Log Earnings Experience Profiles for Men

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Whites</td>
<td>10</td>
<td>878</td>
<td>1,567</td>
<td>2,889</td>
<td>4,497</td>
<td>6,247</td>
<td>16,246</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>877</td>
<td>1,627</td>
<td>4,026</td>
<td>6,753</td>
<td>11,284</td>
<td>19,315</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1,282</td>
<td>1,873</td>
<td>4,369</td>
<td>7,359</td>
<td>11,427</td>
<td>23,739</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>776</td>
<td>566</td>
<td>4,913</td>
<td>6,771</td>
<td>9,233</td>
<td>21,332</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.18</td>
<td>0.44</td>
<td>&lt;0.001</td>
<td>&lt;0.001)</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Blacks</td>
<td>10</td>
<td>272</td>
<td>7,661</td>
<td>1,528</td>
<td>2,581</td>
<td>6,003</td>
<td>13,108</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>108</td>
<td>256</td>
<td>1,954</td>
<td>2,490</td>
<td>5,221</td>
<td>15,048</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>-77</td>
<td>158</td>
<td>338</td>
<td>1,160</td>
<td>6,297</td>
<td>13,960</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-70</td>
<td>633</td>
<td>3,446</td>
<td>1,538</td>
<td>2,923</td>
<td>5,162</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td>0.15</td>
<td>0.72</td>
<td>0.48</td>
<td>0.53</td>
<td>0.71</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Notes: Data taken from 1940-90 Decennial Censuses without adjustment for inflation. Because there are very few blacks in the 1940 and 1950 samples with college degrees, especially at higher experience levels, the test results for blacks in those years refer to a test of the difference between earnings for high school graduates and persons with 8 years of education. See Appendix C for the formulae used for the test statistics.
Table 2: Estimated Coefficients from Mincer Log Earnings Regression for Men

<table>
<thead>
<tr>
<th></th>
<th>Whites</th>
<th></th>
<th>Blacks</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>Std. Err</td>
<td>Coefficient</td>
<td>Std. Err</td>
</tr>
<tr>
<td>1940</td>
<td>Intercept</td>
<td>4.4771</td>
<td>0.0096</td>
<td>4.6711</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>0.1250</td>
<td>0.0007</td>
<td>0.0871</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>0.0904</td>
<td>0.0005</td>
<td>0.0646</td>
</tr>
<tr>
<td></td>
<td>Experience-Squared</td>
<td>-0.0013</td>
<td>0.0000</td>
<td>-0.0009</td>
</tr>
<tr>
<td>1950</td>
<td>Intercept</td>
<td>5.3120</td>
<td>0.0132</td>
<td>5.0716</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>0.1058</td>
<td>0.0009</td>
<td>0.0998</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>0.1074</td>
<td>0.0006</td>
<td>0.0933</td>
</tr>
<tr>
<td></td>
<td>Experience-Squared</td>
<td>-0.0017</td>
<td>0.0000</td>
<td>-0.0014</td>
</tr>
<tr>
<td>1960</td>
<td>Intercept</td>
<td>5.6478</td>
<td>0.0066</td>
<td>5.4107</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>0.1152</td>
<td>0.0005</td>
<td>0.1034</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>0.1156</td>
<td>0.0003</td>
<td>0.1035</td>
</tr>
<tr>
<td></td>
<td>Experience-Squared</td>
<td>-0.0018</td>
<td>0.0000</td>
<td>-0.0016</td>
</tr>
<tr>
<td>1970</td>
<td>Intercept</td>
<td>5.9113</td>
<td>0.0045</td>
<td>5.8938</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>0.1179</td>
<td>0.0003</td>
<td>0.1100</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>0.1323</td>
<td>0.0002</td>
<td>0.1074</td>
</tr>
<tr>
<td></td>
<td>Experience-Squared</td>
<td>-0.0022</td>
<td>0.0000</td>
<td>-0.0016</td>
</tr>
<tr>
<td>1980</td>
<td>Intercept</td>
<td>6.8913</td>
<td>0.0030</td>
<td>6.4448</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>0.1023</td>
<td>0.0002</td>
<td>0.1176</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>0.1255</td>
<td>0.0001</td>
<td>0.1075</td>
</tr>
<tr>
<td></td>
<td>Experience-Squared</td>
<td>-0.0022</td>
<td>0.0000</td>
<td>-0.0016</td>
</tr>
<tr>
<td>1990</td>
<td>Intercept</td>
<td>6.8912</td>
<td>0.0034</td>
<td>6.3474</td>
</tr>
<tr>
<td></td>
<td>Education</td>
<td>0.1292</td>
<td>0.0002</td>
<td>0.1524</td>
</tr>
<tr>
<td></td>
<td>Experience</td>
<td>0.1301</td>
<td>0.0001</td>
<td>0.1109</td>
</tr>
<tr>
<td></td>
<td>Experience-Squared</td>
<td>-0.0023</td>
<td>0.0000</td>
<td>-0.0017</td>
</tr>
</tbody>
</table>

Notes: Data taken from 1940-90 Decennial Censuses.
Table 3a: Internal Rates of Return for White Men: Earnings Function Assumptions (Specifications Assume Work Lives of 47 Years)

<table>
<thead>
<tr>
<th></th>
<th>Schooling Comparisons</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6-8</td>
<td>8-10</td>
<td>10-12</td>
<td>12-14</td>
<td>12-16</td>
</tr>
<tr>
<td>1940</td>
<td>Mincer Specification</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S</td>
<td>16</td>
<td>14</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>16</td>
<td>14</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Relax Lin. in S &amp; Parallelism</td>
<td>12</td>
<td>14</td>
<td>24</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S</td>
<td>13</td>
<td>13</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>14</td>
<td>12</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>26</td>
<td>28</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>1960</td>
<td>Mincer Specification</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S</td>
<td>9</td>
<td>7</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>10</td>
<td>9</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>23</td>
<td>29</td>
<td>33</td>
<td>7</td>
</tr>
<tr>
<td>1970</td>
<td>Mincer Specification</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S</td>
<td>2</td>
<td>3</td>
<td>30</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>5</td>
<td>7</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>17</td>
<td>29</td>
<td>33</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S</td>
<td>3</td>
<td>-11</td>
<td>36</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>4</td>
<td>-4</td>
<td>28</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>16</td>
<td>66</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>1990</td>
<td>Mincer Specification</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S</td>
<td>-7</td>
<td>-7</td>
<td>39</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>-3</td>
<td>-3</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>20</td>
<td>20</td>
<td>50</td>
<td>10</td>
</tr>
</tbody>
</table>

Notes: Data taken from 1940-90 Decennial Censuses. In 1990, comparisons of 6 vs. 8 and 8 vs. 10 cannot be made given data restrictions. Therefore, those columns report calculations based on a comparison of 6 and 10 years of schooling.
Table 3b: Internal Rates of Return for Black Men: Earnings Function Assumptions (Specifications Assume Work Lives of 47 Years)

<table>
<thead>
<tr>
<th></th>
<th>6-8</th>
<th>8-10</th>
<th>10-12</th>
<th>12-14</th>
<th>12-16</th>
<th>14-16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1940</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mincer Specification</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Relax Linearity in S</td>
<td>18</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>18</td>
<td>8</td>
<td>6</td>
<td>2</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>11</td>
<td>0</td>
<td>10</td>
<td>5</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>1950</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mincer Specification</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Relax Linearity in S</td>
<td>16</td>
<td>14</td>
<td>18</td>
<td>-2</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>16</td>
<td>14</td>
<td>18</td>
<td>0</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>35</td>
<td>15</td>
<td>48</td>
<td>-3</td>
<td>6</td>
<td>34</td>
</tr>
<tr>
<td>1960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mincer Specification</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Relax Linearity in S</td>
<td>13</td>
<td>12</td>
<td>18</td>
<td>5</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>13</td>
<td>11</td>
<td>18</td>
<td>5</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>22</td>
<td>15</td>
<td>38</td>
<td>5</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mincer Specification</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Relax Linearity in S</td>
<td>5</td>
<td>11</td>
<td>30</td>
<td>7</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>6</td>
<td>11</td>
<td>24</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>15</td>
<td>27</td>
<td>44</td>
<td>9</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>1980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mincer Specification</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Relax Linearity in S</td>
<td>-4</td>
<td>1</td>
<td>35</td>
<td>10</td>
<td>15</td>
<td>19</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>-4</td>
<td>6</td>
<td>29</td>
<td>11</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>10</td>
<td>44</td>
<td>48</td>
<td>8</td>
<td>16</td>
<td>31</td>
</tr>
<tr>
<td>1990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mincer Specification</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Relax Linearity in S</td>
<td>-5</td>
<td>-5</td>
<td>41</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Quad. in Exp.</td>
<td>-3</td>
<td>-3</td>
<td>35</td>
<td>17</td>
<td>19</td>
<td>22</td>
</tr>
<tr>
<td>Relax Linearity in S &amp; Parallelism</td>
<td>16</td>
<td>16</td>
<td>58</td>
<td>18</td>
<td>25</td>
<td>35</td>
</tr>
</tbody>
</table>

Notes: Data taken from 1940-90 Decennial Censuses. In 1990, comparisons of 6 vs. 8 and 8 vs. 10 cannot be made given data restrictions. Therefore, those columns report calculations based on a comparison of 6 and 10 years of schooling.
Table 4: Internal Rates of Return for White & Black Men: Accounting for Taxes and Tuition  
(General Non-Parametric Specification Assuming Work Lives of 47 Years)

<table>
<thead>
<tr>
<th>Schooling Comparisons</th>
<th>Whites</th>
<th></th>
<th></th>
<th>Blacks</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12-14</td>
<td>12-16</td>
<td>14-16</td>
<td>12-14</td>
<td>12-16</td>
<td>14-16</td>
</tr>
<tr>
<td>1940</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Taxes or Tuition</td>
<td>11</td>
<td>18</td>
<td>26</td>
<td>5</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>Including Tuition Costs</td>
<td>9</td>
<td>15</td>
<td>21</td>
<td>4</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>Including Tuition &amp; Flat Taxes</td>
<td>8</td>
<td>15</td>
<td>21</td>
<td>4</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>Including Tuition &amp; Prog. Taxes</td>
<td>8</td>
<td>15</td>
<td>21</td>
<td>4</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>1950</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Taxes or Tuition</td>
<td>3</td>
<td>8</td>
<td>19</td>
<td>-3</td>
<td>6</td>
<td>34</td>
</tr>
<tr>
<td>Including Tuition Costs</td>
<td>3</td>
<td>8</td>
<td>16</td>
<td>-3</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>Including Tuition &amp; Flat Taxes</td>
<td>3</td>
<td>8</td>
<td>16</td>
<td>-3</td>
<td>5</td>
<td>24</td>
</tr>
<tr>
<td>Including Tuition &amp; Prog. Taxes</td>
<td>3</td>
<td>7</td>
<td>15</td>
<td>-3</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td>1960</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Taxes or Tuition</td>
<td>7</td>
<td>13</td>
<td>25</td>
<td>5</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>Including Tuition Costs</td>
<td>6</td>
<td>11</td>
<td>21</td>
<td>5</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>Including Tuition &amp; Flat Taxes</td>
<td>6</td>
<td>11</td>
<td>20</td>
<td>4</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>Including Tuition &amp; Prog. Taxes</td>
<td>6</td>
<td>10</td>
<td>19</td>
<td>4</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>1970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Taxes or Tuition</td>
<td>7</td>
<td>13</td>
<td>24</td>
<td>9</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>Including Tuition Costs</td>
<td>6</td>
<td>12</td>
<td>20</td>
<td>7</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>Including Tuition &amp; Flat Taxes</td>
<td>6</td>
<td>11</td>
<td>20</td>
<td>7</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>Including Tuition &amp; Prog. Taxes</td>
<td>5</td>
<td>10</td>
<td>18</td>
<td>7</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>1980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Taxes or Tuition</td>
<td>5</td>
<td>11</td>
<td>21</td>
<td>8</td>
<td>16</td>
<td>31</td>
</tr>
<tr>
<td>Including Tuition Costs</td>
<td>4</td>
<td>10</td>
<td>18</td>
<td>7</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>Including Tuition &amp; Flat Taxes</td>
<td>4</td>
<td>9</td>
<td>17</td>
<td>6</td>
<td>12</td>
<td>21</td>
</tr>
<tr>
<td>Including Tuition &amp; Prog. Taxes</td>
<td>4</td>
<td>8</td>
<td>15</td>
<td>6</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>1990</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Taxes or Tuition</td>
<td>10</td>
<td>16</td>
<td>26</td>
<td>18</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>Including Tuition Costs</td>
<td>9</td>
<td>14</td>
<td>20</td>
<td>14</td>
<td>18</td>
<td>25</td>
</tr>
<tr>
<td>Including Tuition &amp; Flat Taxes</td>
<td>8</td>
<td>13</td>
<td>19</td>
<td>13</td>
<td>17</td>
<td>22</td>
</tr>
<tr>
<td>Including Tuition &amp; Prog. Taxes</td>
<td>8</td>
<td>12</td>
<td>18</td>
<td>13</td>
<td>17</td>
<td>22</td>
</tr>
</tbody>
</table>

Notes: Data taken from 1940-90 Decennial Censuses. See discussion in text and Appendix A for a description of tuition and tax amounts.
Table 5: Internal Rates of Return for White & Black Men: Residual Adjustment  
(General Non-Parametric Specification Accounting for Tuition and Progressive Taxes)

<table>
<thead>
<tr>
<th></th>
<th>Schooling Comparisons</th>
<th>6-8</th>
<th>8-10</th>
<th>10-12</th>
<th>12-14</th>
<th>12-16</th>
<th>14-16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>a. Whites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1940</td>
<td>Unadjusted</td>
<td>12</td>
<td>14</td>
<td>24</td>
<td>8</td>
<td>15</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>9</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>1950</td>
<td>Unadjusted</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>3</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>17</td>
<td>19</td>
<td>14</td>
<td>5</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td>1960</td>
<td>Unadjusted</td>
<td>21</td>
<td>27</td>
<td>29</td>
<td>6</td>
<td>10</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>13</td>
<td>19</td>
<td>16</td>
<td>7</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>1970</td>
<td>Unadjusted</td>
<td>16</td>
<td>27</td>
<td>29</td>
<td>5</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>11</td>
<td>18</td>
<td>16</td>
<td>6</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>1980</td>
<td>Unadjusted</td>
<td>14</td>
<td>64</td>
<td>41</td>
<td>4</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>9</td>
<td>28</td>
<td>24</td>
<td>5</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>1990</td>
<td>Unadjusted</td>
<td>19</td>
<td>19</td>
<td>47</td>
<td>8</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>11</td>
<td>11</td>
<td>31</td>
<td>8</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td><strong>b. Blacks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1940</td>
<td>Unadjusted</td>
<td>11</td>
<td>0</td>
<td>10</td>
<td>4</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>3</td>
<td>0</td>
<td>-8</td>
<td>4</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>1950</td>
<td>Unadjusted</td>
<td>33</td>
<td>14</td>
<td>44</td>
<td>-3</td>
<td>5</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>53</td>
<td>8</td>
<td>21</td>
<td>1</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>1960</td>
<td>Unadjusted</td>
<td>20</td>
<td>14</td>
<td>34</td>
<td>4</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>14</td>
<td>12</td>
<td>16</td>
<td>6</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>1970</td>
<td>Unadjusted</td>
<td>14</td>
<td>25</td>
<td>39</td>
<td>7</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>12</td>
<td>16</td>
<td>22</td>
<td>7</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>1980</td>
<td>Unadjusted</td>
<td>9</td>
<td>43</td>
<td>46</td>
<td>6</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>7</td>
<td>21</td>
<td>29</td>
<td>6</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>1990</td>
<td>Unadjusted</td>
<td>16</td>
<td>16</td>
<td>57</td>
<td>13</td>
<td>17</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Adjusted</td>
<td>8</td>
<td>8</td>
<td>42</td>
<td>11</td>
<td>15</td>
<td>20</td>
</tr>
</tbody>
</table>

Notes: Data taken from 1940-90 Decennial Censuses. In 1990, comparisons of 6 vs. 8 and 8 vs. 10 cannot be made given data restrictions. Therefore, those columns report calculations based on a comparison of 6 and 10 years of schooling. See discussion in text and Appendix A for a description of tuition and tax amounts.
Table 6a: Internal Rates of Return for White Men: Best Census and CPS Estimates

<table>
<thead>
<tr>
<th>Schooling Comparison</th>
<th>Year</th>
<th>Mincer</th>
<th>Census Data: General Spec. (No Residual Adjustment)</th>
<th>General Spec. (Residual Adjustment)</th>
<th>CPS Data: Cross Section</th>
<th>CPS Data: Cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 vs. 12</td>
<td>1940</td>
<td>13</td>
<td>24</td>
<td>8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1950</td>
<td>11</td>
<td>26</td>
<td>14</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1960</td>
<td>12</td>
<td>29</td>
<td>16</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1970</td>
<td>13</td>
<td>29</td>
<td>16</td>
<td>29</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>11</td>
<td>41</td>
<td>24</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>14</td>
<td>47</td>
<td>31</td>
<td>50</td>
<td>-</td>
</tr>
<tr>
<td>12 vs. 16</td>
<td>1940</td>
<td>13</td>
<td>15</td>
<td>13</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1950</td>
<td>11</td>
<td>7</td>
<td>8</td>
<td>-</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1960</td>
<td>12</td>
<td>10</td>
<td>11</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>1970</td>
<td>13</td>
<td>10</td>
<td>10</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>11</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>14</td>
<td>12</td>
<td>12</td>
<td>14</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: Mincer estimates make no adjustment for taxes or tuition. Census General Specification estimates account for tuition and progressive taxes with fully non-parametric wage specification. CPS Cross Section Estimates use cross sectional data and a general wage specification accounting for tuition and flat taxes. CPS Cohort estimates follow a cohort turning age 18 in the reported year, using a general wage specification accounting for tuition and flat taxes.
Table 6b: Internal Rates of Return for Black Men: Best Census and CPS Estimates

<table>
<thead>
<tr>
<th>Schooling Comparison</th>
<th>Year</th>
<th>Mincer</th>
<th>Census Data: General Spec. (No Residual Adjustment)</th>
<th>General Spec. (Residual Adjustment)</th>
<th>CPS Data: Cross Section</th>
<th>CPS Data: Cohort</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 vs. 12</td>
<td>1940</td>
<td>9</td>
<td>10</td>
<td>-8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1950</td>
<td>10</td>
<td>44</td>
<td>21</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1960</td>
<td>11</td>
<td>34</td>
<td>16</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1970</td>
<td>12</td>
<td>39</td>
<td>22</td>
<td>32</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>12</td>
<td>46</td>
<td>29</td>
<td>55</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>16</td>
<td>57</td>
<td>42</td>
<td>64</td>
<td>-</td>
</tr>
<tr>
<td>12 vs. 16</td>
<td>1940</td>
<td>9</td>
<td>10</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1950</td>
<td>10</td>
<td>5</td>
<td>9</td>
<td>-</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1960</td>
<td>11</td>
<td>8</td>
<td>6</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1970</td>
<td>12</td>
<td>10</td>
<td>10</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>12</td>
<td>11</td>
<td>9</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>16</td>
<td>17</td>
<td>15</td>
<td>16</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: Mincer estimates make no adjustment for taxes or tuition. Census General Specification estimates account for tuition and progressive taxes with fully non-parametric wage specification. CPS Cross Section Estimates use cross sectional data and a general wage specification accounting for tuition and flat taxes. CPS Cohort estimates follow a cohort turning age 18 in the reported year, using a general wage specification accounting for tuition and flat taxes. Each CPS estimate is based on three adjoining years/cohorts worth of data.
Table 7a: Simulated Returns under Uncertainty with Option Values
(Log Wages Linear in Schooling: \(\bar{W}_{s\pm 1} = (1 + r)\bar{W}_s\))

<table>
<thead>
<tr>
<th>Education Level (s)</th>
<th>Transition Prob. ((p_{s,s-1}))</th>
<th>Prop. Increase in (\bar{W})</th>
<th>Prop. Increase Observed Earnings</th>
<th>Option/Total Value ((O_{s,s-1}/E_{s-1}(V_s)))</th>
<th>Average Return ((E_{s-1}[R_{s,s-1}]))</th>
<th>Treatment on Treated</th>
<th>Treatment on Untreated</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.796</td>
<td>0.100</td>
<td>0.086</td>
<td>0.075</td>
<td>0.201</td>
<td>0.242</td>
<td>0.041</td>
</tr>
<tr>
<td>3</td>
<td>0.746</td>
<td>0.100</td>
<td>0.082</td>
<td>0.060</td>
<td>0.182</td>
<td>0.231</td>
<td>0.037</td>
</tr>
<tr>
<td>4</td>
<td>0.669</td>
<td>0.100</td>
<td>0.072</td>
<td>0.038</td>
<td>0.155</td>
<td>0.216</td>
<td>0.032</td>
</tr>
<tr>
<td>5</td>
<td>0.520</td>
<td>0.100</td>
<td>0.016</td>
<td>0.000</td>
<td>0.111</td>
<td>0.196</td>
<td>0.019</td>
</tr>
</tbody>
</table>

OLS estimate of the rate of return is 0.063.

Notes: The simulated model assumes lifetime earnings for someone with \(s\) years of school equal \(\bar{W}_s\epsilon_s\) where \(\epsilon_s\) are independent and identically distributed \(\log(\epsilon_s) \sim N(0,0.1)\). An interest rate of \(r = 0.10\) is assumed. The transition probability from \(s - 1\) to \(s\) is given by \(p_{s,s-1} = Pr(\epsilon_s \leq \frac{E_{s-1}(V_s)}{(1+r)\bar{W}_{s-1}})\). Observed earnings for someone with \(s\) years of school are \(\bar{W}_sE_{s-1}\left(\epsilon_s | \epsilon_s > \frac{E_{s-1}(V_s)}{(1+r)\bar{W}_{s-1}}\right)\), and option values are \(E_{s-1}(V_s - \bar{W}_s)\). The return to school year \(s\) for someone with earnings \(W_{s-1}\) is \(R_{s,s-1} = \frac{E_{s-1}(V_s)-W_{s-1}}{W_{s-1}}\). Average returns reflect the expected return over the full distribution of \(W_{s-1}\), or \(E_{s-1}[R_{s,s-1}]\). "Treatment on Treated" reflects returns for those who continue to grade \(s\), or \(E_{s-1}\left[R_{s,s-1} | \epsilon_{s-1} \leq \frac{E_{s-1}(V_s)}{(1+r)\bar{W}_{s-1}}\right]\). "Treatment on Untreated" reflects returns for those who do not continue to grade \(s\), or \(E_{s-1}\left[R_{s,s-1} | \epsilon_{s-1} > \frac{E_{s-1}(V_s)}{(1+r)\bar{W}_{s-1}}\right]\). The marginal treatment effect equals \(r = 0.10\). OLS estimate is the coefficient on schooling in a log earnings regression (the Mincer return).
Table 7b: Simulated Returns under Uncertainty with Option Values
(Sheepskin Effects: \( \hat{W}_{s+1} = (1 + \rho_{s+1})\hat{W}_s \) with \( \rho_2 = 0.1, \rho_3 = 0.3, \rho_4 = 0.1, \rho_5 = 0.2 \)

<table>
<thead>
<tr>
<th>Education Level (s)</th>
<th>Transition Prob. ((p_{s,s-1}))</th>
<th>Prop. Increase in (\hat{W})</th>
<th>Prop. Increase in Observed Earnings ((O_{s,s-1}/E_{s-1}(V_s)))</th>
<th>Option/Total Value ((E_{s-1}[R_{s,s-1}]))</th>
<th>Average Return</th>
<th>Treatment on Treated</th>
<th>Treatment on Untreated</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.997</td>
<td>0.100</td>
<td>0.101</td>
<td>0.239</td>
<td>0.459</td>
<td>0.460</td>
<td>0.068</td>
</tr>
<tr>
<td>3</td>
<td>0.997</td>
<td>0.300</td>
<td>0.116</td>
<td>0.100</td>
<td>0.459</td>
<td>0.460</td>
<td>0.068</td>
</tr>
<tr>
<td>4</td>
<td>0.846</td>
<td>0.100</td>
<td>0.092</td>
<td>0.093</td>
<td>0.224</td>
<td>0.257</td>
<td>0.045</td>
</tr>
<tr>
<td>5</td>
<td>0.822</td>
<td>0.200</td>
<td>0.041</td>
<td>0.000</td>
<td>0.212</td>
<td>0.249</td>
<td>0.043</td>
</tr>
</tbody>
</table>

OLS estimate of the rate of return is 0.060.

Notes: The simulated model assumes lifetime earnings for someone with \(s\) years of school equal \(\hat{W}_s\epsilon_s\) where \(\epsilon_s\) are independent and identically distributed \(\log(\epsilon_s) \sim N(0, 0.1)\). An interest rate of \(r = 0.10\) is assumed. The transition probability from \(s-1\) to \(s\) is given by \(p_{s,s-1} = Pr\left(\epsilon_{s-1} \leq \frac{E_{s-1}(V_s)}{(1+r)\hat{W}_{s-1}}\right)\). Observed earnings for someone with \(s\) years of school are \(\hat{W}_s E_{s-1}\left(\epsilon_s \epsilon_s > \frac{E_{s-1}(V_s)}{(1+r)\hat{W}_{s-1}}\right)\), and option values are \(E_{s-1}(V_s - W_s)\). The return to school year \(s\) for someone with earnings \(W_{s-1}\) is \(R_{s,s-1} = \frac{E_{s-1}(V_s) - W_{s-1}}{W_{s-1}}\). Average returns reflect the expected return over the full distribution of \(W_{s-1}\), or \(E_{s-1}[R_{s,s-1}]\). “Treatment on Treated” reflects returns for those who continue to grade \(s\), or \(E_{s-1}[R_{s,s-1}|\epsilon_{s-1} \leq \frac{E_{s-1}(V_s)}{(1+r)W_{s-1}}]\). “Treatment on Untreated” reflects returns for those who do not continue to grade \(s\), or \(E_{s-1}[R_{s,s-1}|\epsilon_{s-1} > \frac{E_{s-1}(V_s)}{(1+r)W_{s-1}}]\). The marginal treatment effect equals \(r = 0.10\). OLS estimate is the coefficient on schooling in a log earnings regression (the Mincer coefficient).
Table 8: Present Value of Earnings, Option Values, and Returns to Schooling  
(White Men, 1990 Census)

<table>
<thead>
<tr>
<th>Interest Rate</th>
<th>Trans. Prob.</th>
<th>PV Lifetime Earnings (in $1000’s)</th>
<th>Option Value (in $1000’s)</th>
<th>Total Value (in $1000’s)</th>
<th>Return to Schooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>p</td>
<td>( \hat{W}_{12} )</td>
<td>( \hat{W}_{14} )</td>
<td>( \hat{W}_{16} )</td>
<td>( \hat{O}_{12,10} )</td>
</tr>
<tr>
<td>0.07</td>
<td>0.1</td>
<td>226.46</td>
<td>274.15</td>
<td>394.97</td>
<td>1.92</td>
</tr>
<tr>
<td>0.07</td>
<td>0.3</td>
<td>226.46</td>
<td>274.15</td>
<td>394.97</td>
<td>9.47</td>
</tr>
<tr>
<td>0.07</td>
<td>0.5</td>
<td>226.46</td>
<td>274.15</td>
<td>394.97</td>
<td>21.96</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>149.26</td>
<td>181.17</td>
<td>266.12</td>
<td>0.37</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3</td>
<td>149.26</td>
<td>181.17</td>
<td>266.12</td>
<td>3.02</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>149.26</td>
<td>181.17</td>
<td>266.12</td>
<td>8.24</td>
</tr>
</tbody>
</table>

Notes: Transition probability, \( p \), represents the probability of continuing in school conditional on current education. “PV of lifetime earnings" is \( \hat{W}_s = \sum_{x=0}^{65} (1 + r)^{-x} \hat{w}(s,x) \) where \( \hat{w}(s,x) \) is the nonparametrically estimated earnings for a white man with \( s \) years of school and \( x \) years of experience (based on the 1990 Census). “Total value", \( E(V_s) = (1 - p)\hat{W}_s + p(1 + r)^{-1}E(V_{s+1}) \), is recursively solved backward from \( E(V_{16}) = \hat{W}_{16} \). “Option value" is \( \hat{O}_{s,s-1} = E(V_s) - \hat{W}_s \). “Return to school" \( \hat{R}_{s,s-1} = \frac{E(V_s) - \hat{W}_{s-1}}{\hat{W}_{s-1}} \) is annualized.
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Figure 2: Age-Earnings Profiles, 1940, 1960, 1980
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Figure 3: Experience-Variance Log Earnings
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Figure 4a: Average College Tuition Paid (in 2000 dollars)

Figure 4b: Marginal Tax Rates
(from Barro & Sahasakul, 1983, Mulligan & Marion, 2000)
Figure 5: IRR for High School Completion (White and Black Men)

Figure 6: IRR for College Completion (White and Black Men)
Figure 7a: IRR for 10 vs. 12 Years of Education for White Men (1964−2000 CPS)

Figure 7b: IRR for 12 vs. 16 Years of Education for White Men (1964−2000 CPS)
Figure 8: Three Crossings with Option Values
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